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In this paper, a locality aware NoC communication architecture is proposed. The architec-
ture may reduce the energy consumption and latency in MultiProcessor Systems on Chips
(MPSoCs). It consists of two network layers which one layer is dedicated to the packets
transmitted to near destinations and the other layer is used for the packets transmitted
to far destinations. The actual physical channel width connecting the cores is divided
between the two layers. The locality is defined based on the number of hops between
the nodes. The relative significances of the two types of communications determine the
optimum ratio for the channel width division. To assess the efficiency of the proposed
method, we compare its communication latency with that of conventional one for different
channel widths, communication traffic profiles, and mesh sizes.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Technological advances in the integrated circuit fabrication have provided an opportunity to implement embedded sys-
tems on a single chip. It has led to the advent of MPSoC architectures which are advantageous to single processors in terms of
performance and energy consumption. These architectures have been used in a wide range of applications including home
and mobile multimedia, biomedical, automotive and networking [1,2].

In the state of the art integrated circuits, logic gates perform the operations faster, whereas RC delay of (semi-) global
interconnects becomes longer. Therefore, in realizing high performance and energy-efficient Chip Multiprocessor (CMP)
systems, an efficient underlying on-chip interconnect architecture is crucial. To improve data communication parameters
such as delay and energy consumption, Network-on-Chip (NoC) architecture has emerged as a substitution for the traditional
shared buses. NoC benefits from simultaneous transmission of packets between the cores. This architecture which routes
packets instead of wires [3,2,4], provides higher degree of scalability and reusability compared to the shared bus.

For these chips, tasks are mapped onto cores. Modern task mapping algorithms (viz. Nearest Neighbor (NN) and Best
Neighbor (BN)) increase communication locality in today MPSoCs to reduce the communication costs. In NN [5], the first task
is mapped on the first Intellectual Property (IP) block as an initiator. Then, the next task from the task graph is mapped to the
nearest available block. BN determines the next block according to the nearest neighbor paradigm and Path Load (PL) algo-
rithm [5,6]. PL is a congestion-aware algorithm to reduce the occupancy of channels used by the tasks which are mapped.
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The technique introduced in [7] divides the entire NoC into virtual clusters. The blocks of each cluster are dedicated to the
tasks of one application which again results in the locality of communication.

In this paper, to improve the parameters of the communication architecture of NoCs, distinguishing between local and
non-local communications, we make the following contributions:

� First, we introduce low-latency yet energy-efficient two-layer on-chip interconnect architecture which separate local and
non-local communications using two different layers. In order to avoid adding a separate physical channel between the
cores, the channel width is divided between the two network layers.
� Second, in this work, the effect of varying the number of hops is studied to define the local communication on the com-

munication parameters for different traffic profiles.

The rest of this paper is organized as follows. Section 2 describes the motivation behind proposing locality-aware network
on chip and Section 3 reviews the related works on the areas of locality-aware communication and link optimization of NoCs.
The structures of the generic and proposed router architectures are explained in Section 4. The simulation setup and results
are discussed in Section 5. Finally, Section 6 concludes the paper.
2. Motivation

In this section, we use synthetic traffic profiles to give the motivation for separating the local and non-local data commu-
nications in a NoC. A novel synthetic traffic profile which considers increased local communication is Negative Exponential
Distribution (NED) [8]. In NED, the probability of data communication between the nodes depends exponentially on their
physical distance (i.e., number of hops) in the interconnect network where the probability decreases by increasing the
distance. This synthetic traffic profile may resemble a more realistic situation if the mapping focuses on increasing local com-
munication. For the case of a NoC with a mesh size of 3 � 3 under the NED traffic profile, the probability of sending packets
from a source node to a destination node that is n hop farther is shown in Table 1. In the leftmost column, a pair of numbers
represents the position of a node in the mesh. The first number indicates the row number whereas the second one shows the
column number. The probabilities are obtained by solving the equations given in [8]. For this profile, if the local communi-
cations are defined based on a distance of one hop, on average, for the mesh sizes of 3 � 3 and 5 � 5, they form 50% and 30%
of the total communications, respectively. These numbers indicate that local communication form a considerable fraction of
communication volume inspiring us for separating local and non-local communications across network on chips.

As another synthetic traffic profile, we investigate communication locality in the Uniform traffic pattern where the pack-
ets are sent to each node with an equal probability. Our results show that even for this type of traffic profile, an acceptable
percentage of the total communications may be considered as local ones justifying a separate resource allocation. For this
traffic profile, in the case of 5 � 5 mesh, defining local communications based on a single hop separation between the nodes
constitutes about 12% of the total communications which is not large enough for using a separate communication layer. In
the Uniform traffic pattern, each node sends packet to other nodes uniformly. In the case of 5 � 5 mesh with the locality
definition of one hop, there are 25 nodes sending 1/24 of its packets to another node in a mesh. Since the nodes located
in the borders have 2 or 3 neighboring nodes while other nodes have four neighbors, the average number of local nodes turns
out to be about 3. Therefore, on average, about 1/8 of packets become local ones (i.e., 12% local traffics). By increasing the
number of hops for local communications to up to two hops, this type of communication forms 34% of the total communi-
cation. If communication locality is defined based on up to three hops between the source and destination nodes, they will
comprise 57% of the whole communications. In the latter two cases, the use of separate network resources for local and non-
local communications is justifiable.

Therefore, based on the percentage of local communication mentioned earlier, it makes sense to suggest a NoC architec-
ture which employs two network layers, one for local and one for non-local communications. As is discussed in Section 5, the
results of our investigation show that this architecture can lead to decrease in the packet latency.
3. Related works

There are many research works in the literature devoted to NoC architecture and routing algorithms. The focus of this
section is on reviewing works on multilayer networks on-chip, locality-aware on-chip communication, and link utilization
techniques.
Table 1
Probability of sending packets in a 3 � 3 mesh under NED Profile.

Source Node Dist. of 1 hop Dist. of 2 hops Dist. of 3 hops Dist. of 4 hops

(0,0) 0.42 0.38 0.15 0.05
(0,1) 0.56 0.32 0.12 –
(1,1) 0.65 0.35 – –
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For the purpose of maintaining the Quality of Service (QoS), Virtual Channels (VCs) switches have been proposed (see, e.g.,
[9–12]). In this scheme, QoS traffic classes use high priority VCs whereas normal classes utilize low priority VCs. Since the
implementation of the technique requires a virtual channel allocation hardware unit, the complexity of the design will be
higher [11]. Using multiple physical networks instead of VCs can reduce the complexity while performance improvement
and supporting separate traffic classes may be achieved (see, e.g., [13–15]).

Several locality-aware hardware and software based techniques for improving the latency and energy consumption of on-
chip communication have been proposed in the literature (see, e.g., [16–18]). In [16], the authors proposed a locality-aware
network topology to minimize the energy delay product of NoCs. The topology consisted of two levels of networks: the local
ones which were shared buses connected together via a global level which is a low radix mesh. Local communications use
the local level while non-local communications are performed through the mesh. Another approach exploiting locality in on-
chip communication has been suggested in [17]. In this scheme, each node in the array of processors communicates only
with its four immediate neighboring nodes. This platform is used for DSP application, and avoids long distance communica-
tion by complicating intermediate processors. The technique presented in [18], considered the idea of locality aware NoC
architecture by presenting asymmetric buffer assignment. In this method, a larger buffer was assigned to the core port which
was assumed to be the destination of most of incoming packets, while the smaller buffers were considered for the other ports
of the router. Also, the efficiencies of two different schemes using multiple links between two switches were compared in
this work. One scheme separated nearest-neighbor and long distance links, whereas the other employed each link for both
local and non-local communications. Both schemes are effective while the cost of the first one was lower while the second
one was more flexible.

In addition, the full utilization of links is of critical importance in designing a NoC. The reason is that using wider links
calls for more routing resources (e.g., the crossbar area is quadratically proportional to the port width). Also, the number
of wires on a chip is limited due to the fixed number of metal layers [21]. The problem is expected to be intensified with
the growing size of SoCs (and increasing the number of processors on a chip). Authors in [19] designed bidirectional inter-
connects to allow simultaneous transmitting and receiving data using a single interconnect segment of a long bus. Sharded
router architecture described in [20] was based on bandwidth partitioning and stealing techniques to provide a full band-
width utilization. It uses four subnetworks by dividing 128-bit links into four 32-bit links. Since in conventional VC switches,
there are four VCs, each of these subnetwroks is dedicated to one VC. In [21], two unidirectional links were replaced by one
bidirectional link which was split up into n channels with the same width. To decouple flit width from the channel width,
one flit was divided into smaller units, called phit (physical transfer unit). Subsequently, instead of sending one flit over a b-
bit channel, multiple phits can be transmitted through n channels of width b/n. An Adaptive Physical Channel Regulator
(APCR) for NoC routers was proposed in [22]. By reducing the size of a flit to be less than that of a phit, an APCR router allows
flits from different packets to share the same output channel in a single cycle. In [23], SDM (Spatial Division Multiplexing)
router for NoC was proposed in which the width of a link was divided. The proposed SDM router used the recursive Benes
switch consisting of 2 � 2 atomic switches (providing direct and cross connections) and two intermediate (n/2) � (n/2) Benes
switches for interconnecting any groups of wires at the input port to other groups at the output port. To decrease the band-
width demands of a system, a routing algorithm for routing table based NoC routers was introduced in [24]. In order to fully
utilize the channels of NoC, Time-Division-Multiplexer routing technique was used. In addition, the banker algorithm was
employed to allocate communication resources.

In this work, we propose an efficient interconnect architecture which separates local and non-local communications for
an efficient use of available physical link width (bandwidth) without considerably increasing the hardware complexity. The
design, which keeps the number of wires the same as the baseline NoC, makes use of multiple physical network technique
instead of using virtual channel approach. The details of the proposed architecture will be described in the next section.
4. The communication architecture

4.1. The conventional architecture

A 2D M � N network on chip with the mesh topology consists of M � N tiles located in M rows and N columns. Fig. 1
shows a conventional inter-processor communication architecture which has five input and five output ports (North, West,
South, East, and Local). In this figure, the details for the East port are provided. Each Processing Element (PE) (i.e., IP blocks or
memory unit) is connected to the Local ports of the corresponding tile of NoC through a network interface. The width of the
physical channel between NoC tiles may have different values including 32, 64, and 128.

In NoCs, the source node packetizes the data to be transmitted to the destination node and injects packets into the
network. The Routing Computation (RC) unit determines the path that the header flit of an incoming packet should take
to reach to the destination node. Once the path is determined through the header flit, the other flits of the packet follow
the same path by passing through appropriate switches through appropriate output ports connected to Physical Channels
(PCs). To compensate for the delay induced by wires between switches, routing computation parts, and link congestions,
buffers are inserted at each input port or output port [25]. There may be more than one packet simultaneously requesting
a physical output channel. Thus, for each output port, there are a Multiplexer (MUX) and an arbiter unit that determine
which packet can use the channel.
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Fig. 1. Conventional communication architecture with a channel width of 128 bits.
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4.2. The proposed architecture

In this work, we propose a NoC architecture based on the conventional architecture which is shown in Fig. 2. In this
architecture, the physical channel width is divided into two physical network layers which one layer is used for local com-
munication and the other is utilized for non-local communication. The two layers of networks are denoted by layer A (local
layer) and layer B (non-local layer). The logical elements of the layers A and B are tagged with A and B, respectively. The
architecture of the layer B is the same as that of the conventional network. The hardware complexity of the layer A depends
on the definition of local communications based on the distance between nodes.

If the local communication is considered as the packets which traverse between the nodes with one hop distance, the area
and logical complexity of the layer A are lower than those of the layer B. The reason is that, as shown in Fig. 2, in the layer A,
other ports except the Local one no longer need the RC and Arbiter units. Because only the Local port may request the North,
West, South and East (cardinal) ports to use the corresponding physical channel. The other ports only need to pass the
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width (128 bits here) is divided between two network layers with different widths (assuming two widths of 64 bits in this case).
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injected packet (coming from the processing core connected to the switch) to the next switch. For instance, since the layer A
is only employed for transmitting data coming from the processor connected to, e.g., the south neighboring node to the local
node, there will not be any request from cardinal input ports for sending data through any of the other cardinal output ports.
However, any of the cardinal output ports may be used by the Local port to send the data to any of the immediate neighbors.
Hence, there is only one request to each four cardinal output ports, and consequently their MUX and Arbiter can be
eliminated. In addition, for the local communications, the packets which are entered into the switch through the East, North,
West, or South ports should go to the core connected to the switch, and hence, do not need any routing. Note that, only for
the East port, more details of the architecture are drawn in Fig. 2.

If the local communication is defined for the data transfer between the nodes with more than one hop (e.g., two or three
hops) distance, the area and logical complexity of the layer A are the same as those of the layer B.

In the proposed architecture, there are ten input ports and ten output ports. This is realized by spatially dividing the phys-
ical channel of the conventional architecture into two channels with lower widths (e.g., 128 bits is split into 48 and 80 bits).
Therefore, the width of the physical channel of each port is less than that of the corresponding channel in the conventional
architecture. The optimum division ratio is a function of the ratio of the local and non-local communication rates. This archi-
tecture should be configured statically at the design time fixing the width of local and non-local sub-links for each percent-
age of the local communication. By choosing a proper division ratio, the architecture can still outperform the baseline NoC
for a larger range of local traffics. This will be discussed in more detail in section V.B.

In this work, the proposed communication architecture is denoted by BDNoC (Bitwidth Division in Network on Chip),
which can be fully specified using three numbers of x, y, and z (BDNoC [(x,y),z]). The parameters x and y show the widths
of the channels in the layer A and layer B, respectively. The maximum number of hops between source and destination nodes
in local communications is indicated by the parameter z.

Finally, as mentioned before, the purpose of suggesting this technique is to lower the average network latency of the
packet transmission. The technique focuses on the underlying communication network. If the latency improves, the operat-
ing frequencies of the processing elements, which transmit/receive data, are not deteriorated. In the case of routers, dividing
the channel width, decreases their complexities, and hence, their operating frequencies are not lowered. Also, when the
latency decreases, the bandwidth utilization should have been increased. Also, a lower latency implies a higher throughput.
Based on these explanations, in the cases that the BDNoC technique outperforms the conventional NoC, better bandwidth
utilizations and higher throughputs should have been achieved for the proposed approach.
5. Results and discussion

5.1. Simulation setup

To assess the efficiency of the proposed network architecture, the hardware realizations of both conventional and BDNoC
architectures were implemented using VHDL. The implementations were used to calculate the average network latency (Avg.
Latency) of the packet in terms of the number of clock cycles that a packet needs to reach from a source to a destination. The
reported average network latency in this section has been normalized to 100 (i.e., divided by 100). In this work, to connect
routers, the NoC mesh topologies with the sizes of 3 � 3 and 5 � 5 were used. Each node was simulated in the mesh sending
5000 packets to the other nodes under synthetic traffic patterns. The deterministic X � Y routing algorithm and input buf-
fering switches were employed in this work.

Three synthetic traffic patterns, namely Uniform Random (UR), Non-Uniform/localized traffic (NU) [16] and NED were
employed to evaluate the performance of the proposed network architecture. In our simulations, each packet had 512 bits
and the widths of the channels between routers were 64 and 128 bits. Each packet consisted of several flits. In the case
of 128-bit (64-bit) channels, the number of flits was 4 (8). When a link was divided into two links, the number of flits is chan-
ged based on the width of the divided link (for example, if 128-bit link was divided into two 40 and 88-bit links, the number
of flits would be 13 and 6, respectively). For the division ratios considered in this study for the link width of 128 bits (64 bits),
the number of flits varied from 5 (11) to 22 (32) (assuming that the width of divided links ranged from 104 (48) to 24 (16)).
The study was performed for different network sizes, channel widths, definitions of local communication and traffic patterns.
Finally, the performance was measured using average network latency parameter.
5.2. Determination of division ratio based on locality rate and local distance under non-uniform traffic profile

In this section, the optimum division ratio of a 5 � 5 BDNoC for several percentages of local communications by testing
different width division schemes is determined. The width of the channels among routers was considered to be 64 bits and
128 bits. Here, the traffic pattern which was considered here was non-uniform/localized specified by the parameter t. The
parameter t indicates the percentage of local traffic which is sent uniformly to the neighboring nodes of each node in the
mesh. The rest of the packets (i.e., (100 � t)% of the traffic) are sent to the non-local nodes of the transmitter node uniformly.
For the local communications, it is assumed that one or (at most) two hops between the source and the destination nodes. In
the study, several non-uniform traffic distributions including non-uniform (30), (40), (50), (60), (70) and (80) for the
5 � 5 mesh NoC were considered. Using BDNoC for traversing above 70% non-local communications (passing through more
Please cite this article in press as: Akhlaghi V et al. An efficient network on-chip architecture based on isolating local and non-local com-
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hops than local communication) worsen the latency of a packet compared to that of the conventional one. The locality rates
of above 80% were not studied here since it did not make sense to divide the physical channel (considering its area overhead).

The results of the study are shown in Figs. 3–8. The percentage of the local communications for each set of results is
shown on top of the figures.

64-bit links -First, the efficiency of the proposed router architecture when the channel width is 64 bits is considered.
Fig. 3 shows the comparison of the average latency between BDNoC and conventional NoC when local communication is
defined based on one hop. Similar results for the case when at most two hops were used to define the local communication
are depicted in Fig. 4. An oval on each figure shows the set of division ratios which improves the latency of the proposed
network over the conventional one for each percentage of the local communications.

In this case, BDNoC [(x,y),1] does not improve the network performance when the local (non-local) communications are
less than 40% (higher than 60%). Dividing the physical channel into two layers when the non-local communications are high,
increases the number of flits worsening the traffic congestion in the intermediate routers of a network. For the local com-
munications of 40, 50, and 60 percent, some improvement on the average network latencies may be achieved for the BDNoC
architecture. In the case of BDNoC [(x,y),2], even for 40% and 50% local communications, no performance improvement was
achieved. This is explained by noting that, in BDNoC [(x,y),2] compared to BDNoC [(x,y),1], both local and non-local packets
may pass through more hops. The results show that only halving the width equally between the two layers (i.e., (32,32))
provides us with some latency improvement in the case of 60% local communication.

128-bit links -Now, let us consider the NoC with the physical channel width of 128 bits. Fig. 5 shows the comparison of
the average latencies between BDNoC and conventional NoC when the local communications is one hop. Similar results for at
most two hops are also depicted in Fig. 6. The optimum division ratios are specified by an oval on each figure.

For instance, the results for BDNoC [(x,y),1] show that for the locality rate of 50% the division ratios of (40,88), (48,80),
and (64,64) yield better performances compared to those of the conventional one. Although the ratios of local and non-local
communications are the same, the division ratio of (64,64) is not as efficient as (40,88) and (48,80). The reason is that the
non-local communications include packets traversing more hops than those in the local communications. For this ratio, since
the layer B width is not large, more cycles are required for these packets to reach the destination. Therefore, one should
assign a larger part of the channel width to the non-local communications. Also, note that as is expected, when the share
of the local communications increases, a better performance is achieved when larger widths are assigned for the layer A
(the oval moves to the right). As the results show, for the channel width of 128 bits, for most cases, the BDNoC architectures
outperform the conventional one.

If the locality rate varies during the runtime within a limited range, by setting the width of the layer A and B, BDNoC can
still outperform the conventional one. For this purpose, we should determine the range of traffic ratio variation and select the
link division ratio which is common among the ratios specified by the ovals shown in Figs. 5 and 6. For example, by choosing
the width division of (40,88), BDNoC can make improvement for the locality ratio changing from 30% to 50%. Also, BDNoC
[(64,64),2] outperforms the conventional NoC when the local traffic varies from 50% to 70% during the runtime. Hence,
although we do not necessarily obtain the maximum improvement, BDNoC is still beneficial as underlying communication
architecture for varying local traffic ratios.
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Fig. 5. Average network latencies of BDNoC [(x,y),1] and conventional NoC with 128-bit links and 5 � 5 mesh topology under different non-uniform traffic
distributions with varying PIR (packet/cycle).
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For each local communication rate, the results related to division ratios at which BDNoC [(x,y),1] and BDNoC [(x,y),2]
outperform the conventional one are individually studied in Figs. 7 and 8, respectively. It is observed that the conventional
architecture with over 30% local traffic saturates at a smaller PIR than the proposed one.

For example, in Fig. 7(c), for the communication locality of 50%, the conventional NoC with 128-bit links saturates at the
PIR of 0.076 while the BDNoC [(40,88),1] saturates at PIR of 0.1. Also, Fig. 7(c) shows that at higher PIRs, (40,88) leads to a
better performance improvement than (48,80). It originates from the fact that, at higher injection rates, the probability of
traffic congestion for non-local packets which pass through more hops increases more compared to the local ones. To resolve
this issue, one should increase non-local link width.

Now, let us consider the case of 50% local communications defined based on two-hop distance. As shown in Fig. 8(c),
conventional NoC saturates at PIR of 0.07 while BDNoC [(48,80),2] saturates at PIR of 0.08. Since local and non-local packets
Please cite this article in press as: Akhlaghi V et al. An efficient network on-chip architecture based on isolating local and non-local com-
munications. Comput Electr Eng (2014), http://dx.doi.org/10.1016/j.compeleceng.2014.12.002
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Fig. 6. Average network latencies of BDNoC [(x,y), 2] and conventional NoC with 128-bit links and 5 � 5 mesh topology under different non-uniform traffic
distributions with varying PIR (packet/cycle).
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traverse more hops in this case, the saturation points have been occurred at lower PIRs compared to those in Fig. 7(c). Finally,
note that at locality rate ranging from 30% to 80%, the proposed architecture for 128-bit channels provides, on the average,
56% improvement in term of the average network latency compared to that of the conventional one.

In order to compare the average network latencies of the local and non-local packets individually in conventional NoC and
BDNoC, their corresponding average network latencies were studied in both architectures. The results for local traffics of
30%, 50%, and 60% defined based on one hop are depicted in Fig. 9. The figures indicate that the improvement in the overall
average network latency of the packets in the case of BDNoC originates from the latency reductions of both local and
non-local packets.
5.3. Determination of local distance for NED and Uniform traffic patterns

In this section, the performance of the proposed architecture using Uniform and NED traffic patterns is studied. For these
traffic profiles, the number of hops used for defining the local communications determines the efficiency of the proposed
BDNoC. The study is performed for different width division ratios and mesh sizes. In the 3 � 3 mesh, for the NED traffic pro-
file, one (two) hop local communications, on average, form 50% (80%) of the total communications. In the 5 � 5 mesh, for the
NED and Uniform traffic profiles, one hop local communications are on average about 30% and 12% of the local traffics,
respectively. By increasing the distance to at most two hops, they become about 60% and 34%, respectively. For at most 3
hops between the source and destination nodes, the local communications comprise 85% and 57%, respectively.

Figs. 10 and 11 provides the average network latency of a 3 � 3 mesh under the NED traffic distribution for channel
widths of 64 bits and 128 bits, respectively. As is evident from the figures, in the router with 64-bit channels, BDNoC
[(32,32),1], and in the router with 128-bit channels, BDNoC [(64,64),1], BDNoC [(40,88),1], and BDNoC [(104,24),2] provide
lower latencies compared to those of the conventional NoC. As was mentioned earlier in Section V.B, for 64-bit channels,
since dividing links in general increases the number of flits more compared to the case of 128-bit channels, in the case of
BDNoC [(48,16),2], dividing the width into two layers, considerably decreases the performance of the network. The results,
also, suggest that for both channel widths (i.e., 64 bits and 128 bits), defining the local communication based on one hop
provides lower network latency and higher saturation point. Note that defining the local communication based on two hops
Please cite this article in press as: Akhlaghi V et al. An efficient network on-chip architecture based on isolating local and non-local com-
munications. Comput Electr Eng (2014), http://dx.doi.org/10.1016/j.compeleceng.2014.12.002

http://dx.doi.org/10.1016/j.compeleceng.2014.12.002


0 

20

40

60

80

100

0.05 0.06 0.07 0.08 0.09 0.1 0.11

Av
g.

 L
at

en
cy

 (C
lk

Cy
cl

e)
 

PIR (Pkt/Cycle)

locality = 30%
ConvNoC

BDNoC[(24,104),1]

BDNoC[(40,88),1]

0 

20

40

60

80

0.06 0.07 0.08 0.09 0.1 0.11

Av
g.

 L
at

en
cy

 (C
lk

Cy
cl

e)

PIR (Pkt/Cycle)

locality = 40%ConvNoC

BDNoC[(24,104),1]

BDNoC[(40,88),1]

BDNoC[(48,80),1]

0 

2 

4 

6 

8 

10

0.05 0.06 0.07 0.08 0.09 0.1 0.11

Av
g.

 L
at

en
cy

 (C
lk

Cy
cl

e)

PIR (Pkt/cycle)

locality = 50%

ConvNoC

BDNoC[(40,88),1]

BDNoC[(48,80),1]

BDNoC[(64,64),1]

0 

2 

4 

6 

8 

10

0.05 0.06 0.07 0.08 0.09 0.1 0.11

Av
g.

 L
at

en
cy

 (C
lk

Cy
cl

e)

PIR (Pkt/Cycle)

locality = 60%
ConvNoC

BDNoC[(48,80),1]

BDNoC[(64,64),1]

BDNoC[(80,48),1]

0 

2 

4 

6 

8 

10

0.05 0.06 0.07 0.08 0.09 0.1 0.11

Av
g.

 L
at

en
cy

 (C
lk

Cy
cl

e)

PIR (Pkt/cycle)

locality = 70%
ConvNoC

BDNoC[(64,64),1]

BDNoC[(80,48),1]

BDNoC[(88,40),1]

0 

2 

4 

6 

8 

10

0.06 0.07 0.08 0.09 0.1 0.11

Av
g.

 L
at

en
cy

 (C
lk

Cy
cl

e)
 

PIR (Pkt/Cycle)

locality = 80%

ConvNoC

BDNoC[(88,40),1]

BDNoC[(104,24),1]

(a) (b)

(c) (d)

(e) (f)

Fig. 7. Average network latencies versus PIR for 5 � 5 mesh under different non-uniform traffic distributions for one hop local communication with 128-bit
links.
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(one hop) causes that 80% (50%) of all the packets become local ones. The high volume of local traffic adversely affect the
efficacy of the proposed architecture in the case of BDNoC [(x,y),2].

Similar results for the mesh size of 5 � 5 are shown in Figs. 12 and 13, for the channel widths of 64 and 128 bits, respec-
tively. The results indicate that BDNoC [(16,48),1], BDNoC [(32,32),2], BDNoC [(24,104),1], BDNoC [(40,88),1], BDNoC
[(64,64),2], and BDNoC [(80,48),2] outperform the conventional NoC. Additionally, the figures reveal that to obtain consid-
erable performance gains, the local communications should be defined based on two hops. This behavior is on contrary to
that of the 3 � 3 mesh size. Here, using two hops causes only 60% of the whole communications become local ones.

It should be noted that the reason of using mesh of size 3 � 3 and 5 � 5 is to have different communication patterns for
evaluating the efficacy of the proposed BDNoC approach (without being concerned about the actual mesh sizes). For exam-
ple, by defining local traffic based on a single hop communication, the percentage of local communications changes from 50%
(3 � 3) to 30% (5 � 5) under the NED traffic pattern. For these two meshes, non-local packets traverse different numbers of
hops affecting the network latency.

Next, to study the effect of the traffic profile on the efficiency of the proposed architecture, the results of the average
latency of the 5 � 5 mesh for the Uniform traffic profile were obtained. The results for 64-bit and 128-bit channels are shown
in Figs. 14 and 15, respectively. It is observed that BDNoC [(32,32),3], BDNoC [(16,48),2], BDNoC [(64,64),3] and BDNoC
[(24,104),2] provide lower latencies than those of the conventional NoC, whereas BDNoC [(16,48),1] and BDNoC
[(24,104),1] offer no benefit. The reason is that, by defining the local communications only for one hop packet transmission,
gives rise to a non-local communication of approximately 88% which must use the layer B. This large volume of traffic leads
to the deterioration of the average latency compared to that of the conventional one. Also, the results suggest that BDNoC
[(x,x),3] leads to a higher performance than the others, mainly because, in this case, the local communications form 57% of
the total traffics balancing the workloads on the two layers.

Based on the above discussion, it can be concluded that for the NED and Uniform traffic patterns, including around 55.5%
of traffic in the local traffic, one can achieve significant improvement (i.e., 50%, on average) in terms of average network
latency if the proposed network architecture is used.

5.4. Real application

To study the efficacy of the proposed technique under a real application, BDNoC for the MPEG-4 application has been
evaluated. The IP elements of the application were obtained from [26] and mapped on 3 � 4 mesh network using Nearest
Please cite this article in press as: Akhlaghi V et al. An efficient network on-chip architecture based on isolating local and non-local com-
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Fig. 8. Average network latencies versus PIR for 5 � 5 mesh under different non-uniform traffic distributions for two hop local communication with 128-bit
links.
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Neighbor (NN) and random mapping techniques. The comparison of the average network latencies when BDNoC and con-
ventional NoC (ConvNoC) are used is illustrated in Fig. 16. In this study, the results of the previous section to determine
the better sizes for each layer in the BDNoC based on the amount of local traffic was used. For the NN mapping case, the local
distance was considered to be a single hop communication making the average locality of the network to about 80% and
hence BDNoC [(104,24),1] was used. In the case of NN mapping, the BDNoC outperforms the conventional NoC by about
25%. In the case of the random mapping, assuming the local distance to be a single hop communication leads to about
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Fig. 13. Average network latencies versus PIR of a 5 � 5 mesh with 128-bit links under NED traffic distribution.
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10% local communication. For this case, BDNoC [(24,104),1] was used. Since the percentage of the local traffic is small,
BDNoC performs slightly worse than ConvNoC.

As discussed before, the definition of the local distance affects the efficacy of the proposed technique. For the case of ran-
dom mapping in the MPEG-4 application, local packets can be defined as the packets whose source and destination nodes are
away by at most two hops. This leads to, on average, about 50% of local traffics. For this definition of locality, the use of
48 bits for the layer A provides us with about 10% improvement in the average network latency.
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5.5. BDNOC compared to the virtual channel technique

To show the effectiveness of the BDNoC, this architecture was compared with a NoC which has two virtual channels (VCs)
of VC0 and VC1. In this network architecture, which is also optimized for the local communication, VC0 has a higher priority.
The network was implemented using VHDL and simulated for different non-uniform traffic patterns (i.e., 50%, 60%, 70%, and
80%). It was assumed that the local packets had higher priorities compared to the non-local ones, and hence, VC0 is devoted
to the local packets. Also, it was assumed that the channel width was 128-bits, the mesh size was 5 � 5, and the local com-
munication was defined based on one hop distance. The results which are shown in Fig. 17 indicate that BDNoC provides
lower average latencies compared to the NoC with VC (VCNoC) for all packet injection rates.

5.6. Energy and energy-delay product

The energy and Energy-Delay Product (EDP) of the proposed and conventional network architectures are studied in this
part. For this purpose, a 45 nm standard CMOS Library [25,27] has been used to synthesize the VHDL models of these two
NoC architectures. In order to compute the power consumptions of the implemented NoCs, the generated VCD files obtained
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Fig. 17. Average network latencies of BDNoC and NoC with virtual channels (VCNoC) under non-uniform traffic distributions with different locality rates
and PIR (packet/cycle). The mesh size was assumed to be 5 � 5 with 128-bit as the link width. The local communication was defined based on one hop
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Table 2
Power consumption of each router.

Router Total power consumption (mW)

Layer A of BDNoC [(x,y),1] 20.97
Layer B of BDNoC [(x,y),1] 20.77
BDNoC [(x,y),1] 41.7
ConvNoC 19
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from simulating the design with Modelsim were fed into the Synopsys PrimePower tool. The results for the average power
dissipations of the two routers are presented in Table 2. In addition, we have given the figure for each layer of BDNoC.
Because BDNoC has two network layers for the local and non-local communications, it dissipates more power than that
of the conventional one. To calculate the energy consumption of a packet transmitted through the routers, the average net-
work latency of the conventional architecture has been multiplied by its router power. Note that in this work, only the power
of the router was considered and the powers of the wires were not included. In the case of BDNoC, the average network
latency of each layer (A and B) along with the corresponding power consumption were used. Therefore,
Please
munic
EnergyperPacket ¼ a � PA � LatAvg;A þ ð1� aÞ � PB � LatAvg;B ð1Þ
where a indicates the percentage of the local communications, PA (LatAvg,A) and PB (LatAvg,B) are the power consumptions (the
average network latencies) of the layers A and B, respectively.

EDP is obtained by multiplying the energy per packet by the average network latency in the case of the conventional NoC.
For the case of BDNoC, the EDP is obtained from:
EDP ¼ a � PA � Lat2
Avg;A þ ð1� aÞ � PB � Lat2

Avg;B ð2Þ
The energies and EDP values of the BDNoC [(x,y),1] and the conventional NoCs for different rates of local communications
and packet injection rates are calculated and provided in Figs. 18 and 19, respectively. Here, a channel width of 128 bits
among the switches was assumed. In calculating the energy and EDP in BDNoC, for each locality rate, the width division ratio
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Fig. 18. Energy consumption comparison between BDNoC [(x,y),1] and ConvNoC for different rates of communication locality.
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resulting in the optimum performance improvement was chosen. In general, when the packet injection rate exceeded 0.08
packets per cycle, the proposed architecture revealed a superior performance compared to that of the conventional one by
about 60%, and 70% in terms of energy consumption and EDP, respectively. Particularly, the local communication rates of 50%
and 60%, led to significant improvements because, in these cases, the traffic distributions over the two network layers A and B
are more balanced compared to other locality rates.
6. Conclusion

In this paper, a locality-aware on-chip interconnect architecture was introduced. In the architecture, the local and non-
local communications were carried out through separate network resources. In this approach, the channel width was divided
based on the ratio of local traffic to non-local one. To determine the efficacy of the proposed NoC architecture, its perfor-
mance was compared with that of the conventional one for different percentages of local communications, mesh sizes, link
widths, and synthetic traffic profiles. Also, different definitions of local packets based on the maximum number of hops
between the source and destination nodes were considered in the study. The results showed that for the link width of
128 bits and local communications of more than 30%, the proposed network architecture outperformed the conventional
one, on average, by 56%, 60%, and 70%, in terms of the average network latency, energy consumption, and EDP, respectively.
In the case of the link with 64 bit, the performance of the proposed network was better than the conventional one for one
hop local communications of 40%, 50% and 60% and two hop local communication of 60%, by 3% and 5%, respectively, in terms
of the average network latency. Finally, the performance of the proposed NoC for different definitions of local communica-
tions under the NED and Uniform traffic patterns was investigated. The results indicated that defining local communications
such that it includes between approximately 50% and 60% of all communications, could lead to an improvement of about 50%
in average network latency.
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