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ABSTRACT

This paper presents a novel technique to mininfieetotal power
consumption of a synchronous linear pipeline ctrbyiexploiting

extra slacks available in some stages of the pipelThe key idea
is to utilize soft-edge flip-flops to enable timertowing between
stages of a linear pipeline in order to provide tinging-critical

stages with more time to complete their computatiofime

borrowing, in conjunction with keeping the clockeduency
unchanged, gives rise to a positive timing slacle@th pipeline
stage. The slack is subsequently utilized to minérthe circuit
power consumption by reducing the supply voltageelle We

formulate and solve the problem of optimally setertthe

transparency window of the soft-edge flip-flops aosing the
minimum supply voltage level for the pipeline cittclas a

quadratic program, thereby minimizing the powerstonption of
the linear pipeline circuit under a clock frequencgnstraint.

Experimental results prove the efficacy of the peabformulation

and solution technique.

Categories and Subject Descriptors
B.8.2 [Performance and Reliability]: Performance Analysis and
Design Aides

General Terms
Algorithms, Design.

Keywords
Low-power microprocessor design, Synchronous pipsli Soft
edge flip-flop, Voltage scaling, Quadratic prograimgn

1. INTRODUCTION

Excessive power dissipation and resulting tempegatise have
become key limiting factors to processor perfornearand a
significant component of its cost. In modern micmessors,
expensive packaging and heat removal solutionsrexqeired to
achieve acceptable substrate and interconnect tatnpes. Due to
their high utilization, pipeline circuits of a higierformance
microprocessor are major contributors to the oVepmwer
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consumption of the processor, and consequently,obrtiee main
sources of heat generation on the chip [1]. Machn&ues have
been proposed to reduce the power consumption of a
microprocessor’s pipeline among which pipeline mgil], clock
gating [2, 3], and voltage scaling [4] have protehe effective.

In this paper we present a technique to addresgrbielem of
reducing the power consumption in a synchronowsalirpipeline
i.e., one with the following properties: (i) proseg stages are
linearly connected, (i) it performs a fixed furaoti, and (jii) stages
are separated by flip-flops which are clocked wita same CLK
signal. Our technique is based on the idea ofzirdi soft-edge
flip-flops (SEFF) for slack passing and voltage scaling iae th
pipeline stages. Soft-edge flip-flops have a sntahsparency
window which allows time borrowing across pipelstages. Soft-
edge flip-flops have been traditionally used fomimiizing the
effect of clock skew on static and dynamic circ{fts6]. Recently,
the authors of [7] proposed an approach to utéiai-edge flip-
flops in sequential circuits in order to minimizket effect of
process variation on the yield. They formulated pheblem of
statistically aware SEFF assignment which maximihesgain in
timing yield as an integer linear program (ILP) gmposed a
heuristic algorithm to solve the problem.

We describe a unified methodology for optimallyestihg the
supply voltage level of a linear pipeline and ojtimg the
transparency window of the SEFF so as to achiegentimimum
power consumption subject to a total computatiometi(latency)
constraint. We formulate this problem as a quadrptiogram,
which is a convex programming problem, and hencebeasolved
optimally in polynomial time. The remainder of thiaper is
organized as follows. In Section 2 we provide stx@ekground on
pipeline design and soft-edge flip-flops. Sectiomescribes our
techniques for reducing the power consumption. i@ect is
dedicated to simulation results and Section 5 emted the paper.

2. BACKGROUND

2.1 Preliminaries

A simple (synchronous) 2-stage linear pipelineuwtres shown in
Figure 1. We call the set of flip-flops that separaonsecutive
stages of the linear pipeline ag-&-set for example, F§... FF,
are the FF-sets. Let's assume for now that thedt+ssed in this
design are all hard-edge FF's. To guarantee thee@ooperation
of the pipeline, the following timing constraintsosild be satisfied
in all stages of the pipeline:
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where d; and é; are the maximum and minimum delays of

combinational logic in stage, T,; denotes the clock cycle time,
t,; andt,; are the setup and hold times for the flip-flopstie

i ™ FF-set whilet, .
cq,i—1

of the flip-flops in i —1% FF-set. N denotes the number of
pipelines stages.
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Equation (1) describes the constraint set on thdémuan delay of

pipeline stages to prevent setup time violatioh&nplies that the

signal delay from one stage to the next stage shioeilless than a
clock cycle by at least a setup time. The totahgés the sum of
clock-to-q delay of the first stage and the longesth delay of the
combinational circuit. Equation (2) describes thastraint set on
the minimum delay of the pipeline stages to prewdsiia race
hazard. In order not to overwrite the previous gitta new data of
a stage must arrive at the next stage only afeehtiid time of the
next stage FF has elapsed. The earliest time tiat data can
arrive at the next stage is the clock-to-q delagheffirst stage plus
the shortest path delay of the combinational logibetween the
two stages. We have ignored the clock skew in legtimtions. To
do so, we must add the clock skewy,,, to the left side of

inequality (1) and subtract it from the left sidarequality (2).

2.2 Soft-Edge Flip-Flop

The key idea in designing a soft edge flip-flop [§]to delay the
clock of the master latch so as to create a windaving which
both master and slave latches are ON (cf. Figurd2s window
is called thetransparency windovef the SEFF and allows slack
passing between adjacent pipeline stages sepdmat8FF's. The
delayed clock is achieved by utilizing an inverthain and
appropriately sizing inverters in the chain to aekidesired delay.
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Figure 2. Master slave soft edge flip-flop

Referring back to Figure 1, for the sake of comsisy with the
input and output environments and to avoid imposiagstraints
on the sender or receiver of data for the linepelme circuit in
guestion, we require that the first and last FE-setthe pipeline
are composed of hard-edge FF’'s whereas the intewydf-sets
may be SEFF'’s. Therefore, in this example, onlg E&n be made
a soft-edge FF-set. In a SEFF, the transparencgiomirsize is an
important parameter in the timing constraints sinaghanges the
characteristics of the flip-flop. More preciselgetsetup time, hold
time, and clock-to-q delay of a soft-edge flip-flape all functions
of the transparency window width. By defining thetming
parameters as functions of the window size, we rearite the
timing constraints of a linear pipeline which wéds SEFF's as,
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Figure 1. A simple linear pipeline
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denotes the clock-to-q propagation delay Inequalities (3) and (4) are the SEFF versionsnefjualities (1)

and (2). Notice that the setup/hold times and tbeketo-q delay
are now dependant on the transparemicydow size of the SEFF's.

Intuitively, it is expected that all three critidiines of a SEFF, i.e.,
the setup time, hold time and clock-to-q delay, postponed by
the size of the transparency windew because the data has more
time to arrive. As a result, the setup timelézreasedy w while
the hold time and clock-to-q delay anereasedbyw . The reason
for the linear dependence of the setup and holdgionw is that
the input data may be read a time after the clock edge. In
section 3, we will show that the optimal windowesiaf a SEFF is
equal to the borrowed time in the preceding pigetitage. In other
words, in the optimal linear pipeline design, datdves at the end
of the transparency window of the SEFF, and asattehe output
of the SEFF is valid after a data to Q delay wibpect to the end
of transparency window, i.e., after + ¢, with respect to the

clock edge. On the other hand, if there is no tbogowing, the
output Q becomes valid only a clock to Q timg,, after the clock

edge. Based on the above discussion, the setupttotietime, and
clock-to-q delay of a SEFF may be modeled as lifisactions of
window size, as follows,

tyi(w;) = ayw; + ag

thi(w;) = biw; + by (5)

teg,i(W;) = w; + ¢
where g to ¢, are technology and design specific coefficients.

Power consumption of a SEFF also changes withThis is due to
the fact that increasing the window size is perfedrby increasing
the size or the number of inverters in the delastedk path. Both
methods for alteringw result in anincrease in the power
consumption of the SEFF. Power consumption is aatworcally

increasing function of window size, as shown inurg3 for the
master-slave flip-flops. The discontinuities (jumpsthe curve are
due to a change in the number of inverters in #laydpath. From
this figure, one can conclude that the power d&mip of the
SEFF may be approximated as a quadratic functionthef

transparency window width, i.e.,
Ppp; = dw? + dw; + dy (6)

where d; to d, are technology and design specific coefficients.
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Figure 3. Power consumption of a SEFF as a function of
transparency window



3. POWER OPTIMAL PIPELINE DESIGN

The key idea for using SEFF's in a pipeline cirdsithat some
positive slack may be available in one or more esagf the
pipeline. Utilizing SEFF allows passing this slaockmore timing
critical stages of the pipeline to provide themhwibore freedom
in power optimization through voltage scaling. As example,
consider the three stage pipeline circuit of Figdireperating at a
supply voltage level of M. The per-stage maximum logic delays
are shown in the figure. Let's assume the setup,tinold time,
and the clock-to-q delay of all (hard-edge) FF's &0ps each.
Assuming fixed and uniform time allocation acros$e tthree
pipeline stages, from equation (1), it is easilyersehat the
minimum clock period is 560ps. F,,=560ps, no slack will be
available to the first stage of the pipeline, amtisequently, the
supply voltage of the pipeline circuit cannot baled down in
order to reduce the power consumption. HoweverFFRil is
replaced with a SEFF with a transparency window 56fs,
available slack at the second stage is passedetdirdt stage,
providing the first stage with 50ps of borrowed dinNow since
positive slacks are available in all stages ofgtipeline, the circuit
can be powered with a smaller supply voltage ireotd reduce
the power consumption (ideally, p¥ may be reduced by
approximately 10%, resulting in roughly 19% powaviag).

CLK T

3.1 Soft-Edge Flip-Flop Modeling

To optimally select the transparency window of the SEFF’'s and
choose the minimum supply voltage level, we needdrurately
account not only for the effect of the transparewaydow on the
setup/hold times and clock-to-q delay, but also tlee power
consumption of the SEFF’s. In Section 2.2 it wasvah that for a
SEFF, the setup/hold times and clock-to-q delaybmamodeled as
linear functions of transparency window size (eduation set (5)).
If the supply voltage of the flip-flop can also adjusted to a new
voltage levely, then coefficients of these linear models will
become voltage-dependent parameters, i.e.,

Figure 4. Example of slack passing

ty i (w;,v) = a;(v)w; + ag(v)

)
Yw; + by(v) )

by (w;,v) = b(v
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Figure 5 through Figure 7 show SPICE simulationghef setup
time, hold time, and clock-to-q delay as function$ the
transparency window size and supply voltage lewetlie SEFF of
Figure 2. From these figures one can see thatghatien set (7) is
quite accurate. Similarly, an extension of (6) banused to model
the effect of adjusting the supply voltage lewel,on the SEFF
power consumption as:

8)

where d;, cv> throughd, cv> are voltage-dependent parameters.

Prp; = dy coOw} + dy co>w; + dy v>
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Figure 5. Setup time as a function of the supply Wage level and the
transparency window width
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Figure 6. Hold time as a function of the supply vaéhge level and the

transparency window width
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Figure 7. Clock-to-q delay as a function of the sypy voltage level and
the transparency window width

3.2 Combinational Logic Block Modeling
As a result of voltage scaling, for a fixed clockdquency, the total
power consumption of combinational logic changefobaws':

2 3
] Rlyn.i +[ ]

! This super-linear dependency of leakage powethenstipply voltage is
due to the combined effect of drain induced bataetering and the off-
state leakage equationpdklorr. The cubic form of this dependency has
been empirically observed from SPICE simulations.
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and P

where P Jeak.i

dyn,i
consumption of the combinational logic at the naahisupply
voltage V,, and Fg,,,;; is the total power consumption of the

combinational logic at the new supply voltage level On the
other hand, it is known that when the supply vatagf a
combinational logic is changed, its new delay carbtained from
the alpha-power law [8]; therefore,

40) = [V_VV] 4(1) (10
40 = [V_VV a(v) a

where « is a technology parameter which is around 2 foiglo
channel devices and 1.3 for short channel devares,V, denotes
the magnitude of the threshold voltage of transisto

3.3 Delay Elements

From equation (4) and Figure 6, one can see tlwaedsing the
transparency window of the'" soft-edge FF-set puts more rigid
constraint on the hold time condition for thé" stage of the
pipeline. Therefore, if needed, delay elements iayutilized in
the minimum-delay path(s) to alleviate the holdetimonstraint
violation. Similar to the delayed clock path, tliésachieved by
utilizing some inverters and appropriately sizihgrh in a similar
fashion to [9], in order to meet the desired deiayer bound
while incurring minimum power loss. The power oweal of a
delay element is denoted Bsy; (z,v) = kcv> - 2z, wherez is the

desired delay and cv> is a voltage dependent parameter.

3.4 Problem Formulation

The problem of pwer-optimal_sft linear _ppeline (PSLP) design
is defined as finding optimal values of the suppdjtage level for
the whole design and the transparency windows @finldividual

soft-edge FF-sets in the design so as to mininfieetdtal power
consumption of an N-stage pipeline circuit subjectsetup and
hold time constraints:

N N-1

N
Min. Plolul = Zpﬁomb,i(v) + ZPFFJ(MN 2}) + Z‘P[)E.I(Zﬂ 2})
i=1 i=1

i=1
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where Fgyi, Prr;, and Ppgp,; are respectively the power
dissipation of the combinational logic, FF's, arelay elements in

the :" stage of the pipeline. The first and second sdts o

constraints in (12) are respectively the setup & time
constraints in the pipeline stages, the third setcanstraints
imposes an upper bound and a lower bound on timsgaaency

window of the flip-flop (w,,, >0 and w , <1/2T,), and
finally, the last constraint in (12) enforces theply voltage of
the pipeline to be from the set of available vadiag
{Vo,V1,..V,, }, where V; is the nominal supply voltage and
Vo > Vy...>V, . Note that problem formulation (1) hasV

optimization variables corresponding t& —1 transparency

are the dynamic and leakage power Window sizes,w;, for the N —1 soft-edge FF-sets in the linear

pipeline, N delay element values;;, for the N stages of the
pipeline, and one supply voltage variable setting,

To solve(12) efficiently, we enumerate all possible values for
and for each fixedv we solve a quadratic program (i.e., we
minimize a quadratic cost function subject to liné@equality
constraints), which can be solved optimally in palgial time. In
the fixed supply voltage PSLP problem formulatidt,,,,;, ; terms

drop out of the cost function, constraint (IV) gipaars, and all
other timing and power parameters become only dégp#ron w;

and z; variables. We refer to this version of the problesrPSLP-
FV, PSLP with ixed wltage.

Lemma 1: In the optimal solution of PSLP-FV design problem,
the transparency window of the™ soft-edge FF-set is exactly
equal to the time borrowed by the combinationaiddg the i "
stage of the linear pipeline.

Proof: According to the discussion in Sectiar2 and Figure 3, the
power consumption of a SEFF is a monotonically éasing
function of the transparency window size whiles&tup time is a
decreasing function of the same. Now, from condit{t) in the
PSLP-FV problem formulation of equation (12), a imuam
decrease in the setup time of thé soft-edge FF-set (w,v)

which meets the long-path constraint in th8 stage of the linear
pipeline, will produce the minimum increase in tip®wer
dissipation of the; " soft-edge FF-sef . (w,v). Therefore, the

optimal solution is achieved by utilizing the smeall possible
transparency window sizes which prevent setup vimkation. m

Lemma 2: In the optimal solution of PSLP-FV design problem,
the delay element inserted in thé" stage of the linear pipeline is
exactly equal to the minimum extra time needed &ztnthe hold
time constraint at the " soft-edge FF-set.

Proof: According to the discussion in Sectiéi3, the power
consumption of a delay element is a monotonicatigréasing
function of the target delay value while the haidet of a SEFF is
an increasing function of the same. Now, from ctadi(ll) in the
PSLP-FV problem formulation, a minimum delay value added
to the i " stage of the linear pipeline which meets the shath
constraint for that stage, will produce the miniminorease in the
power dissipation of the combinational logic in th® P, (z,v).

Therefore, the optimal solution is achieved byizitig the smallest
possible delay elements which prevent hold timéations. =

Theorem 1: The optimal solution to PSLP design problem is
obtained by solving the PSLP-FV design problem times for
each distinct voltage level and selecting the wmitievel v* and
the correspondingw;,” and z" values that minimize the total

power dissipation for” .

Proof: This easily follows from the observation that sin of the
PSLP-FV problem produces 's andz; 's for each possible and
we enumerate over all’'s to get the global optimum solution in an
exhaustive manner. [

Finally we point out that a greedy solution to PSEW whereby
each pipeline stage is allocated a total combinatidelay equal to
the average combinational delay of all stages &eddifference
between actual delay of the stage and the allocdwdy is



corrected for by setting the transparency windowe sof the
corresponding soft-edge FF's, cannot meet the [math-
constraints in all stages of the pipeline since tigcro model
equations for the setup/hold time and clock-to-lpgte of the soft
edge FF's have different slopes with respecitds.

4. EXPERIMENTAL RESULTS

To solve the mathematical problem developed in théper,
MOSEK optimization toolbox [10] has been used. k&raet the
parameters used in the optimization problem, wefopmed
transistor-level simulations on soft edge flip-#opby using
HSPICE [11]. The technology used in this simulatisra 65nm
predictive technology model [12], the nominal syppbltage of
this technology is 1.2V, and the die temperaturk0$C.

We synthesized a number of linear pipeline circwitéch capture
the characteristics of a typical pipeline in a modgrocessor as a
set of benchmark circuits. SIS [13] optimizatiorckege was used
to synthesize the set of benchmarks. The minimudhraaximum
delays of each pipeline stage were computed atrthgimum
allowed supply voltage (1.2V) and at the low anghhiemperature
corners. The minimum clock cycle time for the pipel(maximum
frequency) and power dissipation of the linear [i@e were
subsequently computed. This data defined the lmasdbr our
comparison. Next, PSLP was run on each circuit writie
condition that we maintain the clock frequency, lehéxploiting
time borrowing across different stages to enabléage scaling,
and thus, power saving. The specifications of thesehmarks are
shown in Table 1. The first column in this tableeas the name of
the benchmark, the second column reports the mdran delays
of each stage of the pipeline at the nominal veltaghereas the
last column provides the clock frequency.

Table 1. Specification of the benchmark

Test- . Clock

bench Stage delays at nominal voltage (ps) freq,

TB1 (320,140), (332,150), (308,150), (320,170) HaG

TB2 (320,140), (332,150), (308,150), 2.0GHz
(280,145), (320,170)

TB3 (325, 150) (310,155) (219,160) 2.0GHz

TB4 (275,40), (235,40), (245,60), (275,50), | 2.5GHz
(275,70)

TB5 (310,100), (245,40), (245,50), (245,60) 2.5GHz

Experimental results on these benchmarks are prdviidTable 2
The first entry in the table is the name of thedbenark and the
second entry shows the percentage power reductibieved by
PSLP (compared to conventional way of using hagkedF’s in
the pipeline). From this table, one can see thatPRSvhich
combines time borrowing and voltage scaling to cedilne power
consumption, produces circuits with much lower powe
consumption at the same clock frequency. The supgtage level
and soft-edge FF-set transparency window sizesepi@ted in the
last two columns of the table. Notice that for finst entry of the
table, the window sizes are such that the first secbnd stages
borrow larger times from their next stages, whie third stage
cannot borrow much time; the reason is that sihedast stage of
the pipeline has a large max delay and ends upihiard edge FF-
set, it can lend very little time to its previodage.

In another set of experiments, we studied how uSE§F's can
improve the performance of a pipeline. In theseeéexpents, the
supply voltage of each pipeline was set at the namialue and
PSLP has been invoked for different values f. A binary

search has been used to find the minimpn for which PSLP has

a solution. Table3 shows that utilizing SEFF in the FF-set of
pipelines improves the performance by an averagk2di%. The
area overhead of our technique is very small becausonly
replaces standard flip-flops with SEFF’s when hdlpThe circuit
structure of the SEFF's is different from that ofieentional FF's
only in that SEFF’s use an additional delay elenferg., chain of
inverters). The area overhead of this delay elenmiensmall
compared to the area of the original FF. In addjtitcompared to
the size of the combinational circuit plus the ovéd FF-sets, the
area overhead of the added delay elements insideF'SEs
miniscule. Consequently, in the final physical layof the circuit,
PSLP does not introduce any significant additions¢a. The
runtime of our algorithm for all benchmarks is led&n one
second on a 2.4GHz Pentium-4 PC with 2GB of memory.

Table 2. Power reduction in PSLP compared to regufaFF pipeline.

™ Power Optimum Optimum window
reduction (%) Vvdd (V) size (ps)
TB1 32.1 1.0 40, 49, 22
TB2 33.8 1.0 40, 49, 46, 21
TB3 48.1 0.95 70,24
TB4 16.3 1.10 35, 35, 30
TB5 25.4 1.05 37,36

Table 3. PSLP’s performance improvement results

B Performance improvement (%)
TB1 14%

TB2 15%

TB3 20%

TB4 5%

TB5 10%

4.1 A Case Study

In order to demonstrate the efficacy of the progasehnique and
provide insight as to how it operates, in this isectwe provide
details of applying our technique for performanoa/pr
optimization of a 34-bit pipelined adder. We usee PSLP design
technique to determine the best way of pipelininig &dder into
four stages in order to achieve the maximum perémee and also
minimum power dissipation at that performance levasuming
ripple carry adder (RCA) structure for the circaiplitting the 34-
bit adder can be done by including different numiferascaded 1-
bit full adders in each stage of the pipeline. &mample, a possible
configuration is to build three stages of eightitlfbll adders and
one stage of ten 1-bit full adders, resulting ir ®-8-8-10
pipeline configuration. If hard-edge FF's are ugedhe pipeline,
the minimum clock period of the-8-8-10 pipelined adder is
475ps under a supply voltage of 1.2V (the delay afingle full
adder is 38.5ps and the setup time and clock-tetgydare 35ps
and 50ps, respectively). This delay can be reduoed50ps by
utilizing soft edge flip-flops.

The PSLP design technique can choose the minimusempand
the fastest design among all possible configuratiohable 4
compares four pipeline structures for the 34-bieadbperating in
the same supply voltage. In this table, all deslgmse three stages
of eight 1-bit full adders, and a stage of ten tlhll adders.



Placing the 10-bit stage in the pipeline is crititaperformance
and power consumption of the circuit. In the -868-8
configuration a higher clock frequency can be aghideby means
of time borrowing between stages, resulting in lovpower

It is seen that the size of PSLP design problenaftris case still
remains manageable. Another extension is to consitie
interdependency between setup and hold timesktasvn that the
“independent” characterization of setup, hold timed clock-to-q

consumption. The-8-8-10 needs a higher clock period, becausedelay of FF’s results in pessimistic timing anaygl5]. In our

time borrowing is not possible for the last staged therefore it
needs more time. Another pipeline configuratiotoihiave two 9-
bit ripple carry adders and two 8-hit ripple caagders. In this
case, the performance is only a little worse thiae 10-8-8-8
configuration. The PSLP design technique finds thimal

window assignment to each inter-stage flip-flop dptimally

satisfy the timing constraints for the given clgakiod.

Table 4. Comparing performance of pipeline configuations

Configuration Vdd Mir_1 clock POV.Ver
V) period (ps) | consumption (mW)
10-8-8-8 1.2 450 6.42
8-10-8-8 1.2 472 6.50
8-8-10-8 1.2 472 6.51
8-8-8-10 1.2 486 6.55
9-9-8-8 1.2 455 6.42
9-8-9-8 1.2 433 6.51

Assuming a clock frequency of 2GHz, we will havB@®ps clock
cycle which creates positive slack in the stagéss $lack allows
us to scale down the supply voltage. Reducing thitage level
decreases the power consumption by a noticeableir@ntue to
the quadratic dependency of power on voltage. M@edy using
the flexibility that the SEFF’'s add to the pipelin®ltage can be
further reduced to save even more power. The P®cRnique
searches for the minimum power consumption by cimanthe
operating voltage and finding optimum window sizsignment
for that voltage. Table 5 lists the optimum opemtivoltage and
minimum power consumption of four different configtions. For
instance, in the case of 10-8-8-8 adder, PSLP stggevindow of
47ps for the first stage and 42ps for the nextsai edge stages to
meet the 2GHz constraints under a supply voltade@Svolts.

Table 5. Minimum power consumption of pipeline confjurations

Configuration Optimum | Power consumption Clock
vdd (V) (mW) frequency
10-8-8-8 1.05 4.9 2GHz
8-10-8-8 1.15 5.1 2GHz
9-9-8-8 1.05 4.9 2GHz
9-8-8-9 1.10 4.9 2GHz

5. CONCLUSION

We presented a new technique to minimize the tptver
consumption of a linear pipeline circuit by utitigi soft-edge flip-
flops and choosing the optimal supply voltage lef@ the
pipeline. We formulated the problem as a mathemaficogram
and solved it efficiently. Our experimental resultsmonstrated
that this technique is quite effective in reducitige power
consumption of a pipeline circuit under a perforg®nonstraint.

A number of extensions to the work presented is thaper are
possible. One is to allow different transparencypdeiws for FF's
in the same FF-set. The only difference is thahis case the setup
and hold time constraints should be satisfied farg I/O conduit
of the circuit (see [14] for an exact definitiorilhe maximum
number of I/O conduits in any stage of linear pipelis the
product of the cardinality of its input FF-set dtsloutput FF-set.

problem definition, considering the interdependebeyween the
setup and hold time provides more freedom in theénopation

problem and it is expected to improve the qualitythe results.
Yet another extension is to solve the PSLP desighlem for the
nonlinear pipelines, i.e. pipelines that performiatale functions
and have multi-stage feed-forward paths or mu#tgst feedback
paths [16]. The problem setup in this case wilktmilar to that of
Section 3 but the constraints are more complexalfyirone may
combine our technique with clock skew control aredinting

methods [17] to achieve higher power savings.
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