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IntroductionIntroduction

●● Employ Wireless Remote ProcessingEmploy Wireless Remote Processing to Save Energyto Save Energy
!! Migrate a task from aMigrate a task from ann energyenergy--constrained mobile host constrained mobile host 

to an ACto an AC--powered base stationpowered base station
!! Wireless communication results in power consumptionWireless communication results in power consumption
!! Applications:Applications:

""Task detection and Task detection and 
recognitionrecognition

""Voice recognitionVoice recognition
""LargeLarge--scale numerical scale numerical 

computationscomputations
""SimulationSimulation
""Compilation Compilation 

Power savings for remote execution of Gaussian
solution of a system of linear algebraic equations

[Rudenko-98]
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Prior WorkPrior Work

●● A remote processing framework that supports A remote processing framework that supports 
process migration at the operating system level process migration at the operating system level 
[Othman[Othman--98] 98] 

●● An adaptive decisionAn adaptive decision--making policy based on CPU making policy based on CPU 
measurements for a repetitive task [Rudenkomeasurements for a repetitive task [Rudenko--99] 99] 

●● A compilation framework for remote processinA compilation framework for remote processing g 
[[KremerKremer--01]01]

●● An economicsAn economics--based computation distribution based computation distribution 
protocol [Shangprotocol [Shang--02]02]

DiscussionDiscussion

●● The previous works do notThe previous works do not
!! consider any task timing constraintsconsider any task timing constraints
!! discuss how to combine remote processing and power discuss how to combine remote processing and power 

management techniques to achieve further energy management techniques to achieve further energy 
savingsaving

●● Our work targets a mobile device providing real time Our work targets a mobile device providing real time 
services in a clientservices in a client--server wireless network server wireless network 

●● Our objective is to minimize power consumption of Our objective is to minimize power consumption of 
the mobile host by using remote processing and the mobile host by using remote processing and 
dynamic power management while meeting some dynamic power management while meeting some 
realreal--time constraints time constraints 



Background IBackground I

●● Dynamic Power Management (DPM)Dynamic Power Management (DPM)
!! Selectively shuts down the idle components or slows Selectively shuts down the idle components or slows 

the underutilized componentsthe underutilized components

●● (Controllable) Continuous(Controllable) Continuous--Time Markovian Decision Time Markovian Decision 
Processes (CTMDP) : An Example [QiuProcesses (CTMDP) : An Example [Qiu--00]00]
!! State spaceState space
!! Action setAction set
!! Generator matrixGenerator matrix

""Represents the state transition rateRepresents the state transition rate
""ActionAction--based parameterized matrixbased parameterized matrix

!! Cost function componentsCost function components
""Power consumptionPower consumption
""Transition energyTransition energy

Background IIBackground II

●● Constructing the CTMDP Model of the SystemConstructing the CTMDP Model of the System
!! State spaceState space

""The The Cartesian product of the state sCartesian product of the state spacepace of each of each 
component minus invalid statescomponent minus invalid states

!! Generator matrixGenerator matrix
""Independent components: tensorIndependent components: tensor--sum method sum method 
""Correlated components: each entry should be Correlated components: each entry should be 

computed separatelycomputed separately

Power
Manager

Service Queue
Service

Requestor
Service
Provider

State Information

State Information

State Information

Command



Modeling the Application ScenarioModeling the Application Scenario

●● ComponentsComponents
!! Mobile host (client), wireless channel, base station Mobile host (client), wireless channel, base station 

(server)(server)

Mobile 
Client

Wireless 
Channel

Server

Model of the Mobile ClientModel of the Mobile Client
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Service Flow in the Mobile ClientService Flow in the Mobile Client

Assumptions about the Mobile ClientAssumptions about the Mobile Client

●● CContinuously executes realontinuously executes real--time processes to service time processes to service 
the incoming taskthe incoming taskss

●● Different tasks differ in the task size, which is Different tasks differ in the task size, which is 
assumed to be exponentially distributedassumed to be exponentially distributed

●● Relationships between the task size, the execution Relationships between the task size, the execution 
time, and the migration time are known in advance time, and the migration time are known in advance 
(e.g., profiling)(e.g., profiling)



Remote Processing ProcedureRemote Processing Procedure

Step1: Send the Remote Processing Request (RPR)Step1: Send the Remote Processing Request (RPR)
Step2: Server responds with ACCEPT or REJECT messageStep2: Server responds with ACCEPT or REJECT message
Step3: If accepted, migrate the remote execution candidate (REStep3: If accepted, migrate the remote execution candidate (REC)C)
Step4: Start new task or go to sleepStep4: Start new task or go to sleep
Step5: Server completes RECStep5: Server completes REC
Step6: Get back results of computation (RES)Step6: Get back results of computation (RES)

RejectAccept

Model of the Wireless ChannelModel of the Wireless Channel

●● Wireless channelWireless channel
!! Noisy, bandwidth limitedNoisy, bandwidth limited
!! MultiMulti--path fading and shadowing effectpath fading and shadowing effect

●● A twoA two--state CTMDP modelstate CTMDP model
!! State: representsState: represents the expectedthe expected

packet error ratepacket error rate
!! State transition: models the State transition: models the 

slow fading effectslow fading effect

●● Data migration time over an errorData migration time over an error--prone wireless prone wireless 
channelchannel
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Model of the ServerModel of the Server

●● Queuing modelQueuing model
!! An infinite M/M/1 queue with a multiAn infinite M/M/1 queue with a multi--state task state task 

generatorgenerator

!! The mobile client only needs to know the rejection The mobile client only needs to know the rejection 
probability for its probability for its RPRsRPRs

sµ
∞

1,sλ

2,sλ

ms,λ

Calculating the Rejection ProbabilityCalculating the Rejection Probability

●● The rejection probability CalculationThe rejection probability Calculation
!! Hard realHard real--time constraint:time constraint:

●● Special CasesSpecial Cases
!! c c =1=1

!! Uniform task size distribution and Uniform task size distribution and 
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Optimal Offline PolicyOptimal Offline Policy

●● Formulated as a Linear Programming problem based Formulated as a Linear Programming problem based 
on the CTMDP model on the CTMDP model 

●● Objective function is to minimize the power Objective function is to minimize the power 
consumption of the mobile clientconsumption of the mobile client

●● Subject to constraints on Subject to constraints on 
!! Ratio of task loss due to full queueRatio of task loss due to full queuess
!! Average task delayAverage task delay: locally executed tasks and : locally executed tasks and 

remotely executed tasksremotely executed tasks

Online PolicyOnline Policy

●● Based on a 2Based on a 2--D decision table computed offD decision table computed off--lineline
!! Key:Key: (PER, (PER, PPrejectreject) ) 
!! Value: policyValue: policy

●● Parameter predictionParameter prediction
!! PER: predicted packet error ratePER: predicted packet error rate

!! PPrejectreject: predicted rejection probability: predicted rejection probability

)1()()( )1( −⋅−+⋅= nnn PERAPERPER αα

( ) ( ) ( )( , ) (1 )n n n
reject rej s s NP P RRβ λ µ β= ⋅ + − ⋅

APER: short-term actual 
packet error rate

RRN: rejected ratio of 
last N remote processing 
requests 



ExperimentalExperimental SetupSetup

●● Component ParametersComponent Parameters
!! SP: SP: StrongARMStrongARM SA1110SA1110

!! CP: Orinoco WLAN CardCP: Orinoco WLAN Card
90 us90 usBusy, Wait to SleepBusy, Wait to Sleep

160 ms160 msSleep to BusySleep to Busy

10 us10 usWait to BusyWait to Busy
Busy to WaitBusy to WaitTransition Transition 

TimeTime

0.20.2100100600600Power (Power (mWmW))
SleepSleepWaitWaitBusyBusyStateState

6262SleepSleep--down time (ms)down time (ms)

3434WakeWake--up time (ms)up time (ms)

505090090014001400Power (Power (mWmW))

SleepSleepReceiveReceiveTransmitTransmitStateState

ExperimentalExperimental RResultsesults

●● Offline Optimal PolicyOffline Optimal Policy
!! NonNon--varyingvarying wireless channel and server behaviorwireless channel and server behavior

""M1:M1: No No RPR; RPR; M2:M2: Always try RPR firstAlways try RPR first

PER = 0

0

0.1

0.2

0.3

0.4

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
RPR Rejection Probability

A
ve

ra
ge

 P
ow

er
(W

)

M 1

M 2

M DPBP

PER = 0.4

0

0.1

0.2

0.3

0.4

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
RPR Rejection Probability

A
ve

ra
ge

 P
ow

er
(W

)

M 1

M 2

M DPBP



ExperimentalExperimental RResultsesults

●● Offline Optimal PolicyOffline Optimal Policy
!! Server: queuing modelServer: queuing model
!! Characteristics of the wireless channel and server Characteristics of the wireless channel and server 

changed stochasticallychanged stochastically

!! ResultsResults

----12.2%12.2%12.0%12.0%MDPBP MDPBP 
ImprovementImprovement

0.24120.24120.27460.27460.27420.2742Average Power Average Power 
(W)(W)

MDPBPMDPBPM2M2M1M1PolicyPolicy

1/200001/200001/200001/2000024 per sec.24 per sec.16 per sec.16 per sec.

ηη(2,1)(2,1)ηη(1,2)(1,2)λλ ss,2,2λλ ss,1,1

1/100001/100001/150001/1500020%20%0%0%
vv(2,1)(2,1)vv(1,2)(1,2)PER2PER2PER1PER1

ExperimentalExperimental RResultsesults

●● Online PolicyOnline Policy
!! Server: queuing modelServer: queuing model
!! Wireless channel: slowly and randomly Wireless channel: slowly and randomly 

changingchanging

----10.1%10.1%15.8%15.8%MDPBP MDPBP 
ImprovementImprovement

0.23100.23100.25100.25100.27420.2742Average Average 
Power (W)Power (W)

MDPBPMDPBPM2M2M1M1PolicyPolicy



ConclusionsConclusions

●● A new mathematical framework for extending theA new mathematical framework for extending the lifetime lifetime 
of a mobile host in a clientof a mobile host in a client--server wireless network by using server wireless network by using 
remote processing was proposed remote processing was proposed 

●● The clientThe client--server system was modeled based on the theory server system was modeled based on the theory 
of continuousof continuous--time Markovian decision processes time Markovian decision processes 

●● The DPM problem was formulated as a policy optimization The DPM problem was formulated as a policy optimization 
problem and solved exactly by using a linear programming problem and solved exactly by using a linear programming 
approach approach 

●● Based on the offBased on the off--line optimal policy computation, an online optimal policy computation, an on--line line 
adaptive policy was developedadaptive policy was developed and employed in practiceand employed in practice

●● Experimental results demonstrated the effectiveness of our Experimental results demonstrated the effectiveness of our 
proposed methodsproposed methods

●● Future work will be focused on adFuture work will be focused on ad--hoc mode wireless hoc mode wireless 
networknetwork


