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Abstract— in this paper we present and solve the problem of
power-delay optimal soft linear pipeline design. Th key idea is to
use soft-edge flip-flops to allow time borrowing arang
consecutive stages of the pipeline in order to prae the timing-
critical stages with more time and trade this timirg slack for
power saving. We formulate the problem of optimallydesigning
the soft-edge flip-flops and setting the clock fregency and supply
voltage so as to minimize the power-delay productfaa linear
pipeline under different scenarios using both deteministic and
statistical static delay models. In our first probkm formulation,
timing violations are avoided by respecting deternmistic worst
case path delay bounds. Next, the same problem @fulated for
a scenario where stage delays are assumed to be dam
variables, and we minimize the power-delay productwhile
keeping the probability of timing violations boundel. The soft-
edge flip flops are equipped with dynamic error degction (and
correction) circuitry to detect and fix the errors that might arise
from over-clocking. Although the system is capablef recovering
from error, there is a trade-off between performane and power
saving, which is exploited to further minimize thepower-delay
product of the pipeline in our third formulation. E xperimental
results demonstrate the efficacy of our proposed gbrithms for
solving each of the aforesaid problems.

Index Terms— Power optimal pipeline design, soft edge flip
flops, time borrowing, soft pipeline, power-delay poduct.

I. INTRODUCTION

Soft-edge flip-flops have a small transparency wind
which allows time borrowing across pipeline stageEFFs
have been used for minimizing the effect of clo&kw on
circuit performance[7][8] and minimizing the effect of
process variatioon parametric yield9]. In this work, SEFF
is utilized to compensate for unbalanced pipeltage delays
by means of time borrowing. It is observed thas ihibalance
of path delays of different pipeline stages is veoynmon in
pipelined circuitg6].

In this work, we describe a unified methodology for
optimally selecting the transparency windows of BE a
linear pipeline so as to achieve the minimum pode&lay
product for the pipeline by means of opportunistime
borrowing and voltage scaling. We take on three gredelay
optimization problems as explained next. In thetfgroblem
formulation, timing violations are avoided by respeg the
worst case path delays (calculated as determinisiices by
static timing analysis) for every stage in a pipeliNext we
formulate the same problem for a scenario whemgestizlays
are assumed to be random variables, and find thé@owith
the minimum power-delay product while ensuring thiae
probability of timing violations in pipeline is loar than a
threshold. Thirdly, we allow timing violations take place
while implementing a mechanism to detect and fix ¢rors
and accounting for the power and delay penaltiesrobr
correction.

WlTH the increase in demand for battery-operatedPreliminary versions of this research appeare@l@j[11].

personal computing devices and

wirelesghis paper substantially extends previous worksséweral

communication equipment, the need for power-efficie directions:

design has increased. In addition, rising levels pofver
dissipation and the resulting thermal problems haeeome
the key limiting factors to processor performaribee to the
high utilization of pipelined data path in modemogessors, it
is a major contributor to power consumption of agassor,
and hence, one of the main sources of heat geoerati the
chip [1]. Many techniques have been proposed tawaed
power consumption of a microprocessor’'s pipelinehsas
pipeline gating [1], clock gatinf], and voltage scaling [4].
In this paper we present the problem of power-defaymal
pipeline design in a synchronous linear pipelinentsans of
voltage scaling and time borrowing through reddsigrthe
flip flops. We propose mathematical solutions tis firoblem
in deterministic and probabilistic frameworks. Qachnique
is based on the idea of utilizirpft-edge flip-flopgSEFF) for
slack passing and decreasing the error rate ifipgpstages.
A linear pipeline composed of SEFFs is callesb# pipeline
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i) Three general problem formulations are presentedga
with one special case of the third formulation theat
similar to the problem presented [10]. The first
formulation is similar to the one presented[1d], but
with major modifications.

This paper uses the power-delay product metrichas t
objective function of the optimization problems.sé|
the timing constraints of time borrowing are reded.

iii) Designs of a number of SEFF circuits are introduced

iv) Experimental results have been redone and extetuded
reflect the aforesaid changes.

v) Mathematical proofs for convexity of problems and
optimality of solutions are provided.

The remainder of this paper is organized as folloims
sectionll we provide some background on pipeline design.
Soft-edge flip-flops and their characteristics mteoduced in
sectionlll. SectionlV describes our proposed techniques for
optimizing power-delay in a soft pipeline in diffent
frameworks. Section¥ and VI are dedicated to experimental
results and a brief summary of related work, retpely,
while sectionVIl concludes the paper.
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Il. BACKGROUND dd

A= (1+%| A6(v;)) (5)
A. Timing Constraints in a pipeline _ K . -
A simple (synchronous) 2-stage linear pipeline wirds In the above equationd(v) is the increase in steady state
depicted in Fig. 1. A linear pipeline is defined apipeline temperature of circuit und_er voltage lewewith respect to
with the following properties: (i) processing stagee linearly e€mperature &, anddd/aé is the voltage-dependent slope of
connected, with no feedback loops (ii) it perforasfixed _delay-temperature curve at voltage level(which captures
function, and (jii) stages are separated by flgp§l which are NVverted temperature dependeraféect, too[12]). We assume
clocked with the samelk signal. We call the set of flip-flops (€ Only source of temperature increase is thaitiscpower

that separate consecutive pipeline stagesf&-set e.g., Fi consumption (based on circuit's thermal modéf3]), which
... FRin Fig. 1 are FF-sets. is itself a function of voltage as given(@®). Hence, the steady

state temperature of a circuit can be calculated faltagey;.

1° orp 7 e P o Note that equations (3) and (4) are used to catwiarst-
Fro FrL FF2 case delays under the assumption ¥Matioes not vary (no

’7 ‘_ T process variation). For the scenarios that consitfer
ok variations, such as sectidW.B of this work, it is precise to
Fig. 1. A simple linear pipeline use PDF ofi; anddj profiled at any voltage.

Clearly, delay of combinational circuit and intenoect  aAdditionally, the total power consumption of coméiional

depend on the supply voltage of pipeline (see &qaiid (4)); |ogic, Pcom, changes as follows due to voltage scdling
so are the timing characteristics of the flip-flopach as setup .
J

2 A3
time, hold time and clock-to-Q delay (and D-to-Qage see PComb(vj'Tclk) = (—) Edyni'i' (ﬂ) Proak (6)
sectionlll.A). Let's assume the pipeline is operating unde Vo T \Vo

voltage levelv, (any variable with subscriptin the following ~whereEq,,, andPieax are total dynamic energy dissipation and
equations denotes its value under supply voltfigeTo leakage power consumption of the combinational cogi
guarantee the correct operation of the pipeline,ftllowing nominal supply voltag¥.

timing constraints must be satisfied in all stagiegipeline: C. Delay Variations

dij < Tawj ~ teg(i-v)j ~ tsyy Vi1 SISN @ As technology scales, process, voltage, and ternpera

8ij = thij — teq,i-1)) Vi:1<i<N 2 (PVT) variations are becoming critical design cansedue to
whered; andd; denote the maximum and minimum delays ofheir effect on logic and interconnect delfl#]. Process
combinational logic in stage Te denotes the clock cycle variations such as random dopant fluctuations, gatd-oxide
time, t;; andt,; are setup and hold times of flip-flops in ttfe thickness variations modulate MOSFET charactessaad
FF-set whereak,., denotes clock-to-Q delay of flip-flops in Parasitic components, causing variation in the chiiig
i-1%' FF-setN denotes the number of pipeline stages. delays of identical gatg&5][16].

Inequality (1) gives the constraint set on the mmaxn  1he random maximum and minimum stage delays are
delays of combinational logic and flip-flop timing descnbe_d by p_robablhty d|§tr|but|on func_tlons (PD Qnd
characteristics to prevent setup time violationsné@rsely, cumulative distribution functions (CDF) with corpemding
inequality (2) specifies the constraint set on thmimum Mean.y, and varianceg. In some works, e.d18][19], this
delay of pipeline stages in order to prevent spath data race distribution has been assumed to be a Gaussianm@®pr
hazards. Notice that to account for the effect lotk skew, distribution [17]. However, precise st_ausupal_um_mg analysis
tew WE Can simply adtle, to the left side of inequality (1) schemgs ha_ve proposed_ non-Gaqssmn distributiorelsdde
and subtract it from the left side of inequality. (2 to nonlmearlty of max/mln operations on delaysgafes and

o . _ paths and their correlatiq@0][21][22].

B. Combinational Logic Block Modeling In order to account for the random variations (G&us or

When the supply voltage of a combinational logic ision-Gaussian) of the path delays in equations Q)L)-¢ne
changed, its delay can be obtained from alpha-ptavef8]:  should express the probability of violating theugpebr hold

Vo — V,\° conditions as a function of delay variations. Thebability of
dy = di(v;) = % (v. —v ) d;(Vo) (3)  satisfyingsetup time constraint in pipeline stageith voltage
J t v; for a given cycle timeTg;, denoted bypsewpj can be

B B Vo — Vi \” 4 written as probability of the maximum delay of candiional
8= &i(v) =4 v =V, 8:(Vo) “) logic in that staged);, being less than the available time:
whereq is a technology parameter which is around 2 faglo Psetup,ij = P{dij < Tak,j — tsij — th,(i—l)j}

()

channel devices and 1.3 for short channel deviaed,V;
denotes the magnitude of the threshold voltageaofsistors.
Coefficient; captures the effect of temperature increase (due
to power consumption) on delay, and is definetbas

= Ff(Tew,j — tsij — teqi-1)))

2 This super-linear dependency of leakage powerupplg voltage is due to
1 In the entire work, the interconnect delay woull integrated in the combined effect of drain induced barrier loweringdaoff-state leakage
combinational logic’s delay, and where we referctombinational delay, it equation (Mexlor). Its cubic form was empirically observed in SPICE
also includes the interconnect delay. simulations.
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whereFi‘} denotes the CDF of delay of pipeline stagader

data can still be captured. This allows passingnaihg slacks

voltage settingi. The probability of a setup time constraintPetween adjacent pipeline stages]. Some SEFF designs are

violationin pipeline stagéis thus calculated as:

Gsetup,ij = P{dij > Toj — tsij — teq -1}

(8)
1- Fi‘; (Tclk,j - ts,ij - th,(i—l)j) =1- Dsetup,ij

Similarly, given the CDF of minimum delay of staigender
voltage setting, Ff]’“-, probability of violating @rq,;) the hold
time constraint of stagemay be calculated as:
Gnota,ij = P{8ij < thij — tegi-1; }
= Fj(tnij — teg.i-15)
Note that we ignore the effect of variability oripfflop
timing characteristics and only focus on the effeaft
variability on the combinational logic delays. Tditst order,
the clock-to-Q and setup-time of input and outdig-flops
are much smaller than the maximum delay of comhnat
logic, and hence, we can ignore variations of filip
characteristics compared to the logic. This is haweot true
with respect to the hold-time and the minimum dea&jogic.
Therefore, we insert an adequate number of delesnexts
(see sectiorlV) to eliminate the hold time violation for the
minimum value of hold time of flip-flops.

The CDF of maximum and minimum delays of stageder
voltage setting (denoted b;F;} and Fg, respectively) can be
in the form of any distribution function. These €tions are
provided by the extensive statistical timing analysf the

9)

circuit [23] (which is performed prior to our proposed
algorithms). Letuq; and us;; denote mean values of the

maximum delay and the minimum delay i logic stage
underj™ voltage setting, respectively, whitg; and o, are
standard deviations of corresponding delay distiging.

D. Pipeline Delay Model

Average pipeline delay, denoted Wy, is the primary
performance metric in a pipeline. It is definedtlas average
time it takes to process one data/instruction anit produce a
valid output, as given by equati@to). Indeed, pipeline delay
can be interpreted as the inverse of its effedtiveughput.

clock cycle count

D = TClk X (10)

number of valid output data

derived by applying modifications to conventionalrdredge
counterparts. We focus on some of the most widegdulip-
flop circuits in state-of-the-art process¢2s]. SEFF designs
based on master-slave FF (MSFF), hybrid latch FEFH
and monostable-based FF (MBFF) are studied inithik.

Fig. 2 illustrates the design of master-slave SEEe&d in
IBM Power PC 603 processor. The key modificationthie
SEFF version is that by delaying the clock of thestar latch,
both master and slave latches are ON for the duratif
transparency window. Fig. 2 (b) illustrates theitigndiagram
for key signals of a master-slave SEFF. The daswpdire
highlights the transparency window which is thertage of clk
and its delayed versior)kd. If the overlap between edge of
clk and the latching edge aflkd is larger than the delay
through the master latch, the master—slave panaisparent
to the input during the window after the edge ofirmzlock,
clk. The delayed clock and its reverse-polarity can be
produced locally for each FF-set (or multiple Flisgbat have
equal transparency window size) by utilizing someerter
chain, appropriately sizing them and changing chexgth in
order to achieve the desired transparency windee: Si

clk p B
tokd [ TR

x

>‘ lclk D X
(@ (b)

Fig. 2. Positive-edge triggered master SEFF (&lii(b) timing diagram

The hybrid latch flip-flop[5], is shown in Fig. 3, which is
originally a soft-edge flip-flop; here, we seeknake the size
of its transparency window adjustable as requireg. 3 also
illustrates the timing waveforms corresponding pemtion of
HLFF. In this figure, the shaded area represents th
transparency window, which is created by overlaglkfand
Iclkd signals. During the time interval when both of #hes
signals are high, both transistor stacks act asriar gates to
transfer D toS and then to Q. In order to increase the
transparency window size in the HLFF, delay of tteday
element in Fig. 3(a), should be decreased by theretk
amount.

lclk

Q

lelk

clkd
Iclkd

We assume that the pipeline can process at most one

data/instruction unit if it does not encounter tigniviolations,

hence, T, < D. In a pipeline that processes each data in o

cycle, its average delay is equal to the clockqekii, (that is
determined by the slowest pipeline stage; see mouét).)
However, if the pipeline stalls or gets flushed, &y reason,
the average processing time of data/instructiomesges. In
other words, the delay is not simply the inversehaf clock
frequency, rather it also probabilistically accaurfor the
overhead of correcting potential setup time prolsleém an
over-clocked pipeline.

lll. SOFT-EDGE FLIP-FLOP (SEFF)

The key design idea of a soft-edge flip-flop (SEF])is to
create aransparency windowight after (or before in case of
backward time borrowing) the clock edge, during aiththe

HLFF is one of the fastest SEFFs used in industiesigns,

r§éjch as AMD K6 processdR5] for its advantages of high

performance and relatively small area. Large power
consumption, glitch activity, and somewhat complex
implementation are its drawback5]. Note that transparency

window of this architecture is located before theck edge.

Hence, it is suitable for backward time borrowicgemes.

T 1 7
AL rdl 4l s 9 WL
ok FE E‘ E‘ T clkJ : 2 —r
S T
> Delay chkd *{ o X]
<

(a) (b)
Fig. 3. Negative-edge triggered HLFF (a) circuittiming diagram
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Monostable-based flip flop is another industrialgave-
edge flip flop that we convert it to SEFF. MBFF feu$ from
large area and high power consumpf{i@h].

In order to modify MBFF's circuit to admit an adfable
transparency window size, a delay element is iedem its

design, as illustrated in Fig. 4(a). In this deside first stage

of the flip flop generates a short pulse on no8esr R to
trigger the S-R latch. The delay element essentiatends

this pulse width, providing longer time f@r to arrive and get

captured in the SR latch. Fig. 4(b) demonstratesing

If the supply voltage of the flip-flop can be adpto a new

voltage levely;, then the coefficients of linear models of setup

and hold time as well as values i and ty; will become
voltage-dependent parameters, i.e.,

ts,i]' = tS(W,:,Uj) = al(v]-)w + ao(v]-)
tnij = tn(wi,v;) = by (v;)w + bo(v;)
teqj = teg ('71')' taq,; = taq(vy)

Timing characteristics of SEFF are measured by B&IP
simulations (sweeping voltage)

(12)

waveform of this SEFF fob=1 (for D=0, the pulse applies to dependent values and coefficients through linegression.

R). The triggering pulse can be de-asserted ay earlat;

Fig. 6 shows SPICE simulations of setup and haide tias

delay after the negative-edge ok and is asserted exactly linear functions of transparency window size antiage level

after at, delay after the negative edge!dkd.

D Q cIkJ I_
okd |
D /
Q
> -
t1 t2

(b)
Fig. 4. Monostable-based SEFF (a) circuit (b) tignifiagram
Due to the practical advantages of Master Slaveh&&FF
we will focus on this design for the rest of theper to derive
equations and use it design problems. Similar éopustand
discussions hold for other SEFF designs.

A. SEFF Timing Characteristics

for SEFF of Fig. 2.

30
%038 LYY

20 - moss ., 760 1 moss XA
=10 409 too 250 | ao09 -'><><AAA -~
= X0.95 "u @40 X 0.95 XA L]
20 A, L E XA u
2 *1 Xy A Ny 30 { *1 XA .
&10 TelXx tay 3 x A g " *

0o XXy Aan G20 - A .

20 iR fed T | . .
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70 90 110
Transparency Window [ps] Transparency Window [ps]

Fig. 6. Setup time (left) and hold time (right)faactions of supply
voltage and transparency window width

B. Soft-Pipeline Timing Constraints

Introduction of a transparency window to a flipgflaot only

To optimally select the transparency window of the SEFFgnodifies the timing characteristics of a SEFF, kalso
we must accurately account for the effect of tldparency phanges the_ timing constraints imposed on the ipipelue to
window on SEFF's power consumption and its timingmplementation of time borrowing. Inequality (1) fine setup

characteristics, i.e., setup time, hold time, clwlQ delay
and D-to-Q delay. The setup timg, and hold timef, of a
SEFF may be modeled as linear functions of thesparency
window size:

ts(w) = a;w+aq,

{th(w) =b,w + b,

wherew denotes the transparency window size agitirough
b, are technology- and design-specific

Experimental SEFF characterization data providedrign 5
confirm the linear model for SEFF timing characttcss.

(11)

Theclock-to-Q delayt., of SEFF is practically independent

of the transparency window width. It is definedths delay
between the positive edge of clock and the time digput is
valid when input data arrives before the transparavindow.

We define the ternD-to-Q delayof a SEFFty, to denote
the input to output propagation delay of data wtiens

coefficients.

time constraint ignores the time borrowing effeatvieen
stages. However, hold time constraint does not @ham case
of time borrowing; note thecq.y is in fact the window
independent,,; for all of the stages.

Fig. 7 illustrates setup time constraint fundamisntsf a
time borrowing operation among three consecutiegesd, in
which stage uses the timing slack of stagel, and staget+1
uses that of stage-2. In this figure, Pand Q represent the
Input and output of FF-sets of stagerespectively. In this
case, the following timing constraint sets for titmerrowing
between stagasandi+1[26] should be met:

di S TClk - th - tS,i 1 S l S N (13)
di+diyq < 2Ty —teg — tag — 1<i<N (19
Inequality (13) is in fact the same setup time t@mst as

(1) for a single stage which ensures that delaitbfstage is
able to meet the setup time of its destination SEftR time

ts,i+1

transparentty, is also independent of transparency windoWorrowing enabled. Inequality (14) assumes thegestamay

width (see Fig. 5.)

N
=}
S
o

# DtoQ A
o g ee0t0000e
= CtoQ .

N
%
o

* Hold A

A L]
A Setup IIIIIIIIAII
A

wv
o
AN
w
Setup Time [ps]

Hold - €2Q - D2Q [ps]
5
o

o
@
S}

40 100

60 0
Transparency Window [ps]

Fig. 5. Timing characteristics of SEFF — hspicewations at 90nm

2Teik

clk

Qi1
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Fig. 7. Time borrowing between two stages of a gipieline

to determine voltage
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borrow time from stagé+1, but the accumulated delay of

these two stages (plus setup time and clock-to-GEFFs)
should not exceed two clock periods. Note thatnequality

(14) for the SEFF-set data arrive within the transparency

window and propagates to the output only afterlaydef tyg.
In general, setup time constraints correspondingrd\N-
stage soft-pipeline under voltage statan be written as:
i+m
(m + 1)Tclk - th.]' —-m- tdq,j - ts,(i+m)j > Z dxj (15)

x=i

0<m<N-i,1<i<N

Inequality set (15) describes setup time conssaauplied
to single stages and multiple stages involved imeti

900
800
700
600
500
400
300
200
100

# Vvdd=1.0
*Vdd=0.9

Power Consumption (uW)

o

200 250

Transparency Window (ps)

Fig. 8. Power consumption of SEFF as a functioitsofvindow size

From Fig. 8, one can conclude that power dissipadibthe
SEFF may be approximated as a linear function @& th
transparency window width, for a fixed clock perio@io
approximate effect of both dynamic and leakage powe

borrowing. The parametem denotes the depth of time consumption for any window size and any clock i the
borrowing in this equation. Iin=0, the inequality represents SEFF circuit, its power consumption may be caladas:

the setup time constraint within a single pipelstage, and

larger values ofm produce the setup timing condition onPSEFF

accumulative delays of multiple consecutive pipelstages.
Also in the statistical framework, setup constraiidlation
probability may be written as:

i+m

(
i‘hetup,ij,m =Pl (m+ 1)Tclk,j —leqj — Mtagj — s (i+m)j < Z dxj (16)

0<m<N-i,1<i<N

N—i
setup,ij = 1- 1_[(1 - qsetup,ij,m) 7)
m=0

As mentioned in sectioh.C, the effect of variability on the
flip-flop timing characteristics is negligible, artdle random
variables in(16) ared;’s, which are correlatef0][27]. Let
pik denote the correlation between the maximum stadgys
of stagei andk. Given the CDF of altly’s and py, we can
estimate the CDF of summation dfs, by assuming that it
follows the same distribution function as any djfs, with
corresponding mean and variance calculated as:

u= E(z dij) = Z#d,ij
% = var (Z dij) = Z o5+ lekad'ijad,kjpik
L

(18)

Iy (0) 4 Ry (0) ey (0) 2 + K (0)
Tclk Tclk

wherev denotes the supply voltage level, agv) through
ks(v) are voltage- and technology-dependent coeffisient
which can be determined through HSPICE circuit $ation.

In equation(19), the two T, dependant terms correspond to
dynamic power consumption while the other termsespond

to leakage power.

(19)

IV. POWER-DELAY OPTIMIZATION IN A PIPELINE

Due to significance of both performance and power
efficiency in pipelined circuits, we chose Powende
product as the cost metric to optimize the desifrsuch
circuits. Note that in the Power-Delay product,ageis not
simply the inverse of the clock frequency, rattas,will be
seen next, it is defined to also probabilisticalbcount for the
error correction timing overheads of potential petime
problems in an over-clocked pipeline. In this was, are able
to exploit the case where the increase in setup tiilation
and corresponding timing overhead is compensatedhby
decrease in the power dissipation.

In this section, we solve the problem of power-gela
optimization in a linear pipeline using SEFF. Wenfalate

Note that we assume the circuits that our proposdbe problem for three scenarios:

algorithms optimize are fully synthesized and mapgpiecuits
and standard SSTA timing analysis has been perfbrare
each pipeline stage. Such tools do account faowarsources
of variability and certainly consider the effect epatial
process variations and/or reconvergent fanout piththeir
calculations.

C. SEFF Power Consumption Model

Power consumption of a SEFF is generally an intmgas

(i) The stage delays are captured by the worst datmy
estimates,

(i) Statistical timing analysis is used to modbk tstage
delays, and no timing violation is allowed,

(iif) The stage delays are still computed by statd timing
models, but timing failures are allowed to existdan
automatically be detected and fixed.

In scenario (i), we deal with deterministic valuek the

function of its window sizew. This is due to the fact that worst case combinational circuit delays, which dhe

increasing the window size is performed by resizamgl/or
increasing the number of inverters in the delayledkcpath;

both methods result in an increase in the dynamicleakage
power consumption of the SEFF. Fig. 8 illustrates total

power consumption of a master-slave SEFF as aitumof its

window size, at two voltage values for a fixed &lqeeriod .

The discontinuities (jumps) in the curve are dua thange in
the number of inverters in delay path.

maximum observed values of combinational circudiday,
over all possible input combinations and under paogsible
operating conditions (different PVT corners.) Sgiigy the
timing constraints of (1) and (2) for these conatve delay
values results in error-free operation of the pigel On the
other hand, in scenario (ii), we will consider fteth delays as
random variables and will use statistical timingi&tipns and
find the optimum solution for a limited error ratender
scenario (iii), we allow a few timing violations taccur and
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adopt an error detection mechanism to guaranteeeator
functionality of pipeline. In this framework, ourolstion
considers the trade-off between aggressively sgaipeline
frequency to improve delay, and the power and deémalties
due to error detection and correction. .

The key motivation for using SEFFs in a pipelinecait is
that some positive slack may be available in onemore
stages of the pipeline. Utilizing SEFF allows pagghis slack
to more timing critical stages and utilize it forowger
optimization by voltage scaling.

An lllustrative Example

As an example, consider the three stage pipeliiredicof
Fig. 9 operating at a supply voltage level ofpV The per-
stage maximum logic delays are shown in the figlet's
assume the setup time, hold time, and the clodR-ttelay of
all (hard-edge) FF's are 25ps each. From equatipnthe
minimum clock period is 500ps, and no slack is labdé to
the first stage of the pipeline. However, if FFIaplaced with
a SEFF with a transparency window of 50ps, the lalvks
slack at the second stage is passed to the fagésproviding
the first stage with 50ps of borrowed time. Nowcsimpositive
slacks are available in all stages of the pipelihe,circuit can
be operated at higher clock frequency and/or alemabltage
in order to reduce the power consumption, and pbsshe
power-delay metric (ideally, 346 may be reduced by
approximately 10%, resulting in roughly 19% powaviag).

Fig. 9. Example of slack passing

Delay Elements

From equation2), one can see that increasing the window
size of thei™ soft-edge FF-set puts a more stringent constraint

on the hold time condition for thé" stage of pipeline.
Therefore, if needed, delay elements may be utilize the
minimum-delay path(s) to alleviate the hold timenstpaint
violation. Insertion of a delay element with a getaagnitude
of z would change equatiqQ) as follows:

Qhotaij = P{8i; < tnij — teqi-1)j — Zi }

(20)
= F{j(tnij = teqi-1j — %)

¢ Vdd=1.1V
m Vdd=0.9V

T 1
0 100 300

200
Delay od Delay Element [ps]

Fig. 10. Power vs. delay relationship for delayredats

A. Power-Delay @timal $ft Pipeline (OSP)

The problem of power-delayptimal ft pipeline (OSP)
design is defined as that of finding optimal valugsthe
global supply voltage level, pipeline clock pericahd the
transparency windows of the individual soft-edgedeks in
the design so as to minimize the total power-dgladuct of
an N-stage pipeline circuit subject to setup and hafdet
constraints. From (19), (6) and (21), total powaensumption
of pipeline is:

N-1 N

Piotat = Peombj + § Pspppi + § Pprj
i=1 i=1

N

N-1

Eqyn,j Z( w; ky; Z;
L D legyge + ooy il ey )+ (g -2+ —)

Tax & ! Tew R P / R

i=1

(22)

= Prear,j +

where all terms with subscrigt correspond to their value

under supply voltage, i.e.ks=ks(v;) and so on.

Delay of the pipeline (system delay) on the othendchis
calculated by (10). Since no errors are alloweth@épipeline,
the delay is equal to the pipeline clock periodd(ahus,
power-delay product is essentially equivalent toergm
dissipation here.) Hence, the problem of powerydelgtimal
soft pipeline (OSP) may be formulated as:

Minimize Py + D

N-1 N
= Tew (PComb,j + Z Psgrrij + z PDE,i}'>

i=1 i=1
such that:
i+m 23)
(m+ DTy — teqj — Metag; — toam)j = z dy; (
x=i
0<m<N-{,1<i<N
1<i<N
1<i<N-1

thij = teq,j — Zij < Oy
Whin < wi < Winax

1<j<S (weflV,.,. V)

The first and second sets of inequalities in (28 a

Delay elements are indeed created by utilizing sonf&spectively the setup and hold time constrainthénpipeline

inverters and appropriately sizing them in ordenteet the
desired delay lower bound while incurring minimurowger
loss. The power overhead of a delay element istddras:

Ppe(z,v) = hy(v) - z + hy (V) TZl , (21)

wherez is the desired delay arg(v) and h(v) are voltage

stages, the third set of inequality constraintsdegs an upper
bound and a lower bound on the transparency winoothe
flip-flop imposed by the library or design ruleggically, Win

> 0 andwpay < YTk )- Finally, the last statement in (23)

enforces the supply voltage of the pipeline to toenfthe set
of available voltagesV ,..., Vg, whereVg=V>...> V5 (Vg is
the nominal supply voltage). Note that problem folation

dependent parameters to be determined by HSPIGf3) has Ri+1 optimization variables corresponding kb1

simulations. Fig. 10 illustrates the linear modd#lng on the
measured data. Note that the delay elements aegedrdy
means of a buffer chain; to get larger delay, nimrffers or

transparency window sizes, for the N-1 soft-edge FF-sets
in the linear pipelineN delay element valueg;, for the N
stages of the pipeline, one supply voltage varigelging,v,

larger loads are needed. This causes power digBipatang one clock period variably.

increase with increased delay as shown in Fig. With
discontinuity points due to change in the numbduudfers.

Referring back to Fig. 1, for the sake of consisyewith the
input and output environments and to avoid imposing



PAPER IDENTIFICATION (CONTROL) NUMBER: 6367

constraints on the sender or receiver of data lier linear the power of the combinational logic in thi€ Ppe (z, V).
pipeline circuit in question, we impose theundary condition Hence, the optimal solution is achieved by utiligismallest
that the first and last FF-sets in the pipeline @mposed of possible delay elements which prevent hold timéations. m

hard-edge FF's whereas intervening FF-sets mayEhé-S Theorem 1: The optimal solution to OSP design problem is

To solve the problem stated
enumerate all possible values fgrand for each fixed we
solve a quadratic program (i.e., we minimize a gat cost
function subject to linear inequality constraintshich can be
solved optimally in polynomial time. In the fixedugply
voltage OSP problem formulatioRyx i term drops out of the
cost function, the last constraint disappears, athdothers
become only dependent @an z andT,y variables. We refer to
this version of the problem as OSP-FV, OSP witked
voltage:

N
Minimize (TclkPleak,j + Edyn,j + Z(hijdk *Zj + hlj . Zi)

i=1
N-1

+ Z(ksj “wi+ kg wi - Tae + kaj + koj - Tare))
=

such that: (24)

i+m
(m + 1)Tclk - th,j —m. tdq,j - ts,(i+m)j g Z dxj
x=i
0<m<N-[1<i<N
1<i<N
WminSWiSWmax 1<i<N-1
Note that in OSP-FV problem, all the voltage-deparnd
coefficients, i.e.ks-kg in Psger and hy, by in Ppe equation, as
well as the coefficients ik, ty;, tcq, andtyq are recalculated
for the voltage under test. AlsBgyn, Piea, di @andd; are given
window-size-independent inputs (generated by pngfilor
given by (4)-(6)) for each voltage.

Lemma 1: In the optimal solution of OSP-FV design
problem, the transparency window of ifeSEFF-set is equal
to the time borrowed by combinational logic in tfestage.

Proof: According to the discussion in sectititA and Fig.
8, the power consumption of a SEFF is a monotolyical
increasing function of the transparency window sidgle its
setup time is a decreasing function of the samev,NMtom the
OSP-FV problem formulation of equation (23), a minm
decrease in the setup time of iﬁ‘eSEFF-setS,i which meets
the long-path constraint in thé& stage of the pipeline, will
produce the minimum increase in the power dissipatif the
it SEFF-sePserr; Therefore, the optimal solution is achieve
by utilizing the smallest possible window sizes ethprevent
setup time violation.

thij = teqj — Zij < 6ij

in (23) efficiently, weobtained by solving the OSP-FV design probl8rtimes for

each distinct voltage level and selecting the gatevelv’
and the corresponding; , z and T  values that minimize
the total power dissipation for.

Proof: This follows from the observation that solutiontioé
OSP-FV problem producesy’s, z's and T*C.k,i for each
possiblev and we enumerate over afls to get the global
optimum solution in an exhaustive manner. [

Note that although SEFFs are custom-designed aeid th
transparency windows are set only once at desigre,ti
implementing the optimal transparency window of EEFay
not be practical. Because, for instance, devi@nsistor) size
and hence delay of window generation circuitry d&F8
cannot be any arbitrary value. Therefore, we rooffdthe
optimal sizing solution to its closest larger-sizadtch that is
implementable. Since this realized SEFF will havaimally
larger transparency window size, it will not viaadny setup
time constraints, while increasing the power consion as
minimum as possible. However, if the hold time doaiats
are violated by this adjustment, then adding dellments
may be used in violating short paths to solve tledlem, with
negligible impact on power-delay metric of pipeline

The pseudo-code presented in Fig. 11 summarizestéips
in OSP algorithm.

Determine Pea; Eanj di and &; and voltage-
dependent coefficients;, a;, b, boj, teqj taqi Kair Kojs
Kuj, Koj, gy, hy; for all voltages

2 | for(v=V, j++ Vj e {1, .., V5})

3 PD = Solution toOSP-FV{)

4 | v*= ArgMin PD, for 1<j<S

6 | Set w¥'s and z*'s as the solution of OSP-FV(v*)

7 | Round-off w's and z* to closest upper feasible match

Fig. 11. Pseudo-code of OSP algorithm
B. Satistical Power-Delay @timal $ft Pipeline (SOSP)

In sectionA, we followed the conventional static timing
analysis framework in which deterministic values wdrst
ase circuit delays are used to specify the cirtiniing.
owever, due to process and environmental varigtion
integrated circuits, the path delays may vary frome die to
next and from one operating condition to the other.

problem, the delay element inserted in iflestage of the
pipeline is equal to the minimum extra time neetledneet
the hold time constraint at tfi soft-edge FF-set.

Proof: According to the discussion in sectibh the power
consumption of a delay element is a monotonicaltyéasing
function of the target delay value while the hoichd of a
SEFF is an increasing function of the same. Nownfithe
second inequality (hold time condition) in the OBP-
problem formulation of (23), a minimum delay valieadded
to thei™ stage of the linear pipeline which meets the shath
constraint for that stage, will produce the minimintrease in

variables[15]. Therefore, we will replace the deterministic
timing constraints with the probability of timingolations in a
pipeline as given by equations (8) and (9).

The problem of itistical power-delay mtimal ft pipeline
(SOSP) design is defined as that of finding optinalles of
the operating voltage and frequency and the trarspy
window sizes of the individual soft-edge FF-sets the
pipeline so as to minimize the total power-delaytrinen a
soft pipeline circuit withN pipeline stages an& voltage
states. As mentioned earlier, SEFF enables opgstititime
borrowing across adjacent stages of the pipelinerder to
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provide timing-critical stages with more time tongolete their
computations and thereby, reduces the probabifit{inoing
errors at a particular frequency.

respectively) corresponding to voltage setingndqs(i) and
gh(i) are voltage and stage-delay dependent fixed teimis
preprocessing step, we linearize the CDF of any (maix)

Let Geewpj aNd Gnoia;; denote probabilities of setup time andStage delay around is3s (u-30) point, i.e. for any within a

hold time violations at stagei of the pipeline under supply

boundary around such poink; (X) = aj.x+f;. Hence

voltagev;, as given in equations (17) and (20). Assuming thgqua_ti(_)ns(16)*and(20) can be a_pproximate(_j as follows, and all
the probability of encountering an error in a sfieci coefficientsg;, can be determined accordingly:

combinational circuit stage is independent of ottages, the

probability of having a timing error in the entimpeline,

Opipeline; 1S calculated by (25). This probability should be -

limited to an extremely small value, (e.g. 10e-1@)make
failure of the pipeline virtually impossible.
N

pipeline,j = 1- 1_[ ((1 - qsetup,ij)(l - qholcl,ij)) (25)
i=1
Now then, SOSP can be formulated as (26). It msithe
power-delay product of the pipeline, subject to w@per-
bound on the error probability, denotedsby

( N-1 N
i Minimize (T (PComb,j + Z Psgrp,ij + Z PDE,ij))

i=1 i=1
such that: (26)
| qpipeline,j se¢
Wmin < Wi < Wimax

1<i<N-1
\ 1<j<swel(v,.. VD

Note that even though the circuit delay is modedsda

Asetup,ij = u(Tth"fsﬁ"tc¢a—nf)

(30)
= ayj T,y — Qij - Qg Wi + Bij — @A — @ijteg s
Tsetup,ijm = aij(m + DTeye j — agjas jw; + By (31)
— @ijAo ~ Qyjleg,j — Ay M+ Lag,j
Qnota,ij = @ijbjyw; — a;jz; + Bij — ijteq; — aijbjo  (32)

Again, using Theorem 1, we conclude similar aldontto
solve the SOSP problem presented in (26), to eratmell
possible values of, and we solve a quadratic program for
eachv. We refer to this version as SOSP-FV, SOSP vixtdf
voltage, in which, variables are only transparendapdew
sizes, pipeline clock period, and delay elements.

{ N-1 N
Minimize (T oy (P(Jomb,j + Z Psgrrij + ) Pprij |)
i=1 i=1
such that: (33)
l qpipeline,j Se€
WminSWiSWmax 1<i<N-1

random variable due to process variations, the powe Theorem 2: The SOSP-FV problem is a convex problem,

consumption is not. It is known that the effect\Gfor Ly

variation on dynamic power consumption is negligif#8].

On the other hand, since we do not make any matiifias to
the combinational circuit part (e.g. do not perfayate sizing
or logic re-synthesis) leakage power of logic gatesot
affected by our optimization. So we only considee fixed
values of the maximum amount (worst case) of leakagver
consumption of combinational circuit.

Next we approximatepipeine j Which is given by(25) with a
convex function to simplify the problem statemeesult of
expanding equatiori25) is a summation of albseyp; and
Ohola,i’'S @nd their mutual product of second and higheieor
Since all error probabilitieSisewp,j aNd Ohoig,i'S, are relatively
small values (e.g. in the order of 1e-3 or le-4) phoduct of
any two (or more) of such functions are negligibtenpared
to the summation of first order terms and couldidreored.
Thereforedpipeine; may be written as a simple summation
Osetup,j@Nd0holq,i'S:

N
qpipeline,j = Z(CISetup,ij + qhold,ij) (27)
i=1
Furthermore, to conveniently formulate the probleass
quadratic programs, we approximafgup,j and droig,j as first
order polynomial functions of SEFF characteristios T
N—-i

Gsetup,ij = CIST]- *Teu + Z qSWmj " Witm + qu(i) (28)

m=0
Qnota,ij = qhd; - z; + qhw; - w; + qh; () (29)

whereqsT;, gsw, ghd, ghw are coefficients (0T, window
sizg delay element and window size Bewp,j aNd Ghol,j

and the optimal solution to it (if the feasible imy is not
empty), minimizes the objective function.

Proof: In general, the product or ratio of two convex
functions are not conve29], and hence we used the additive
approximation in (27) folpipeiine, instead of (25). Therefore,
the objective function of SOSP-FV problem is a qa#d
function of its variables (the transparency windgizes, delay
elements, and clock period) while the constraintsliaear.m

Now then, the convex optimization problem of SOSPi§
efficiently solvable by using any commercial matlatical
optimization tools. Of course, when a solution ligained we
must verify the condition for validity of approxitians, but
this has always been the case in our experimesgalts.

C. Error-Tolerant Satistical Power-Delay @timal $ft
Pipeline (ESOSP)

of The problem formulations presented in sectidbnand B

conservatively calculate the pipeline operatiorcklperiod to
avoid timing violations that cause pipeline errdawever,
only for some specific combination of inputs is tbetical
path sensitized, and therefore, these formulatiessilt in a
pessimistic clock period. Insteadfrar-tolerant _atistical
power-delay _ptimal oft pipeline (ESOSP) algorithm on top
of using SOSP techniques aggressively decreaseslabk
period to improve performance, while implementing a
mechanism to capture and fix any possible timingations
due to this over-clocking. The proposed algorithxpleres the
trade-off between delay improvement and increagmimer as
well as the power and delay penalties caused hpgimrrors.

An error handling mechanism is incorporated in design
to guarantee correct functionality under all coiodis. Error
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detection and correction can be fully implementedSEFF
circuit, as described in Appendix (Sé&4l.B). In another
method, error detection is built in SEFF circuitileherror
correction mechanism is supported by the architectu
(through data/instruction flushing and replayinge teame
data/instructions this time under a transitory afieg
condition which is more conservative, e.g. lowergfrency)
(SeeVILA). If the error rate is relatively low, areané power
overhead of FF design with built-in error detectaircuit will
be negligible, compared to FF with built-in errasriection
circuit.

For simplicity, we focus on the fixed voltage versiof
ESOSP problem, and generate the solution to ofigirdolem
of ESOSP by combining the solutions to multipletamses of
ESOSP-FV based on Theorem 1. [Rtdenote the average
total power consumption of pipeline under suppljtage v;,

Minimize (1 — q;)PiTay + q;P;(1 + By T
such that:
Wiin < Wi < Winax
Tmin < Tclk < Tmax

1<i<N-1
(36)

N
qj = qpipeline,j = Z(qsetup,ij + qhold,ij)

i=1

Note that the objective function of (36) is a thiodder

polynomial with proposed linear approximations dprwhich
can be solved using general convex optimizationlstoo
[30][31]. In sectionE, we introduce another constraint which
bounds the undetected error probability, and shbelddded
to (36).

D. ESOSP for Profiled Operation
Dynamic Voltage and Frequency Scaling (DVFS) iselid

and Pp; denote the average power overhead whegsed to minimize the power consumption in micropesors.

encountering an error at same voltage (this overhead
includes the power consumed for computing erronelats as
well as flushing it and its following data units)lso, lety

denote the average delay (in clock cycles) inclgdarror
detection and correction (such as flushing) del&jsen an
error probability ofg; under some voltags;, the expected
value of power-delay objective function may be teritas:

@ = (1= q;)PTee; + a;(P + Pp)¥ Tk, (34)
In fact, error probabilityg;, is a decreasing function @f.
This is the source of trade-off between power-deteggric of
error-free and erroneous operation of pipeline.rBasingT
reduces the power-delay for error-free operatiba first term

The entire pipeline should meet timing constraimtevery
circuit state(also known as DVFS setting). A circuit state is
uniquely identified by a supply voltage level whidk
simultaneously applied to all stages of the pipeli@hanging
the voltage to bring about a new circuit state@ffehe power
consumption of pipeline as well as combinationahpaelay
and time budget of combinational circuit.

Consider a scenario whereby based on the systegzh-lev
power management policy, it has been determinet ttrea
circuit will operate in each of its circuit statascording to
some probability distribution. We present anotioemulation
to minimize the average expected power-delay produer

in (34)), but increases; and as a result, the error correctiorall DVFS circuit states. More precisely, given th@bability

overhead (the second term(aa).

Implementation of time borrowing across adjaceagss of
the pipeline effectively reduces the probabilityesfor due to

values for being in various circuit states durifg tactive
mode of pipeline operation, we attempt to minimitre
power-delay product averaged over all such states.

timing errors,q;, and avoids the subsequent power and delayLet z; denote the probability of being in circuit stage

penalties of error correction step for afy,. Increasing
transparency window size, however, increases tptaler
consumption. Fortunately, gained power saving téadsore
than compensate for it.

RememberP; in equation(34) denotes the sum of power
consumptions of the combinational logic blocks {tladso

includes delay elements and hard edge FFs) and SEFF

without encountering an erroR; is a function of voltage,
SEFF’'s window sizes and delay elements, and equ##ia)
can be rearranged as,

B N—1
J

*2,

Tclk —

N
w; z;
Pj = Aj + <k3jT— + ijWi) + Z (thZi + hy T_) (35)
clk . clk

i=

with Ay and B; representing all the terms corresponding tdg

constant values and coefficients offdd respectively. For
simplicity, let's assume the power overhead of recarection

(characterized for a given voltage levgl Then, the weighted
cost function is defined as:

S
¢ = Z m®(s;)
=

The ESOSP-Profiled problem is thus formulated as:
N

Minimize Z (1 — q;)PiTaw,j + q;P; (1 + By Tewe

@37

j=1
such that:
9 Winin < Wi < Winax 1<sisN-1 (38)
Tmin < Tclk,j < Tmax 1 Sj <S

N
qj = Z(qsetup,ij + qholcl,ij)
i=1

is # times that of only producing a data value without Now then, ESOSP tries to minimize the power-delagpct

encountering an error, i.8, ; = B.P; (the value of parameter
f is obtained from micro-architectural and circuhglations).

The ESOSP-FV problem is defined as finding optimuis,
z's andTy in the following formulation:

of the pipeline, and find the optimum set of clpekiods, Ty
(=1, ..., S) under each circuit state, and a sebmfmum
window sizes,w; (i=1, ..., N-1), for each FF-set, and the
optimum delay elements of each stag€i=1, ...,N). Hence,
for S circuit states andN pipeline stages, there af32N-1
optimization variables; in each circuit state, wegplgt the
calculated optimum frequency to all pipeline stagdstice
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optimum window size for each soft-edge FF-set (t¢kat the
first and last FF-sets use always hard-edge FBsyell as
delay elements are design time decisions and tlse=e
assignments are independent of circuit state.

E. Bounding the Probability of Undetected Errors

An undetected error in the pipeline can occur dua very
long path that violates internal timing of SEFF.rially, in a
SEFF with built-in error handling mechanisms, thput data
is re-sampled at a later time by utilizingplaase-shiftedjlobal
clock signal, PS (see sectidfil.A). The undetected error
probability is the probability of data arriving eftT+PS
which is calculated by (39) — notice that this duopra is
similar to (8) except that we have replacegd with T, +PS
because an undetected error occurs only when thalaime
of the correct data is later than the triggeringesdof thePS
Clock in the current cycle. Consequently, given @iaF for
max stage delays, the probability of an undeteetedr in
pipeline stagé and supply voltage is:

Eundetected,ij — 1- Fi‘;(Tclk +PS — sij — th,j) (39)
The overall rate of undetected errors for all vipdtdevels is:
S N
Eundetecteda = 1 — l_[(l - 1_[(1 - Sundetected,ij)) (40)
j=1 i=1

To impose an upper bound on undetected-error pilitigab

10

approximation of (32)-(34) for any stage delay ritisttion
around itsu+30, (oru-30 for min stage delay).

Finally, we formulate different algorithms givenl ahe
coefficients and parameters needed. To solve thikematical
problems developed in this paper, MATLAR30] and
TOMLAB toolbox [31] have been used. The algorithms
calculate the optimal values of the operating sypqlltage
and frequency and the transparency window sizeghef
individual soft-edge FF-sets in the design thatimiped the
total power-delay in the soft pipeline circuit.

B. Linear approximation of general stage delay CDF

Given the delay distribution of all stages of pipe] we
apply the linear approximation of (32)-(34) whehe terror
rate is below %5. Fig. 12 illustrates the linead guiecewise
linear estimates of sample CDF. The overall meamass
relative error of the linear model was le-4 andt tba
piecewise linear approximation was 4.5e-6. In duusations,
we used piecewise linear approximation with twoioeg
intersecting at 99 percentile of CDF;, determines the region
of estimation for each stage. For estimating ntalge delays,
we use the average of coefficients of linear modélavolved
stages delays. For all testbenches, the error isf lthear
approximation (single stage and multistage) renthinelow
2e-4 for linear model and under le-5 for piecewisear
model, which is acceptable, and does not have la imgact

we includePS as a new variable of optimization to problenf™ the results of our solutions.

formulations with error detection technique enaplatbng
with the following constraint whergppergoundiS User provided

(typically in the same order asn (33), e.g. 1e-6 to&10).
Eundetected < gUpperBound (41)

V. EXPERIMENTAL RESULTS

A. Simulation Setup

To extract the parameters used in the optimizgimiblem,
we performed transistor-level simulations on salfie flip-

flops by using HSPICH32]. We used 90nm technology

model[33] with nominal supply voltage of 1.2V. Simulat®
have been conducted at die temperature diC839n all
experiments, the set of available voltage leve{8i8V, 0.9V,
1V, 1.1V, 1.2V}. We synthesized a number of linparelines,
including some modified ISCAS89s benchmarks (dehdte
TBx) and datapath and processor circuits to coostiset of
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Fig. 12. Accuracy of linearly approximating staggay CDF

C. OSP Simulation Results

In order to evaluate the performance of the predd9SP
algorithm, we assumed two conventional FF basedoagpes
as the baselines for comparisoBaseline implements a
conventional pipeline (which contains only convenél hard-
edge FFs) and always runs at nominal voltage of.1The
second method Base+VSwhich adds the support for voltage

benchmarks. SIS[34] and Synopsys Design Compilerscaling to Baseline Both baselines were operating at the

packages were used for synthesizing benchmarks.théte
performed timing simulations and used Synopsys &Ffime

to extract the static value of longest and shopa#t delays of
each pipeline stage under each voltage setting.

Next, we considered max and min stage delays gbelipe
to have probability density functions. For thiss wan Monte
Carlo simulations on fully synthesized and mappedicl
circuits to generate the max/min stage delay istions by
monitoring the top 10@ritical paths of each stage (identifie
using Synopsys PrimeTime timing analysis tool) e#d by
variations. We assumed @y ratio of 5% for sources of
variation, i.e. threshold voltage and channel lengimilar to
[21], and applied it to circuit simulations. We @lassumed
p=0.5 for correlation of stage delays. Then we Ueelinear

minimum clock cycle time for the pipeline circuithis clock
period was calculated for each of the test pipetireuits
listed in Table 1 using standard timing equatiohgLpand(2)
(for regular FFs) and next the power dissipatiorpipfeline
was subsequently computed. Next, OSP was run oh eac
circuit, exploiting time borrowing across differestages, and
thus, power saving. Percentage improvement of P®eday

product by OSP with respect ®aselineand Base+VSon

dthese benchmarks are provided in Table 1. The dingty in

this table is the name of benchmark. Specificatiafs
benchmark, i.e., the max and min delays of eacélipip stage
at nominal voltage are reported in the second tftiosixth
columns of table. The next five columns report tptimum
supply voltage (V*) and clock period (33 for Baseline(runs
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Table 1. Power-delay-product improvement by OSP

. . Baseline Base+VS OSsP %PDP Saving
Test-bench Stage delays at nominal voltage (max, mi[ps]

Ta*[pS] | Vad* V]| Te* | Vad* Ta* | Base | Base+Vd

thl (353,140) | (214,112) | (254,107) | (217,110) 458.5 0.8 | 707.7 1.0 4715 | 382 12.4
th2 (646,192) | (670,232) | (550,158) | (648,192) | (583,189) 786.1 0.8 | 1206.9 0.9 | 10285 | 424 13.9
th3 (334,108) | (280,98) | (219,80) 397.3 0.9 | 5346 1.0 467.1 | 44.4 17.8
th4 (250,96) | (254,96) | (251,95) | (253,96) 329.4 1.0 | 380.8 1.0 3849 | 14.9 3.0
TROY proc. [ns] ((1270,320) |(2188,429) |(4759,150) |(4788,315) |(1279,230) 4893 0.9 | 6986.7 0.9 | 64085 | 26.7 8.7
Openrisc1200[ns]|(2172,280) |(2514,359) |(7738,351) |(6862,436) |(1739,487) 7843 1.0 | 9487.9 0.9 | 122885 | 28.2 11.6
Viterbi decoder | (817,175) | (858,164) | (926,215) | (773,183) 1055.3 0.8 | 1608.5 0.8 | 1584.1 | 336 12.1

at nominal voltage)Base+V$andOSP The last two columns
show the percentage of reduction in power-delayeael by
OSP (compared tBaselineand Base+VSalgorithms) which
are also depicted in Fig. 13. As it can be obsen@8P
achieves an average power-delay saving of 32% cmtdda

Baselineby applying voltage scaling and time borrowinggd an

a saving of 10% compared tBase+VS by only time

borrowing. In case atb4, the saving is negative compared to

Base+VS$since it has the same logic circuit duplicate@ach
pipeline stage (balanced stages). As expected: thero room
for time borrowing in it; hence the power overheddadded
circuitry causes PDP loss. Note that by balancedyefer to
(nearly) equal stage delays.

50.0 ‘[
400 ¥ = %PDP Saving wrt Base+VS

200 -+

o |

00 =

M %PDP Saving wrt Baseline
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Fig. 13. Power-delay-product saving by OSP

An interesting observation in the results of Tablés that
the optimum clock period calculated by OSPBase+VSis
much larger than the one &aseline.This is because the
objectives of these two algorithms are power-dedagduct
(PDP), and in many cases, PDP is reduced whenuelys
voltage is reduced, and subsequently, is increased.
However, if the operating frequency of circuit e timportant
design criterion, a minimum frequency limit,, may be
imposed by adding a linear constraint in the fofr @<1fn
to the OSP problem formulations (and the other fdations.)

in case of tbl, the window sizes are such that tmdyfirst
stage borrows time from its next stage. Note tmatsoft
pipeline of TROY and OR1200, some window sizessateto
the maximum allowed size (300ps in this case).

Table 2. The optimum Tclk and window sizes obtaibg®SP-FV

Test Thase Teor* W* [ps] %PDP

Bench [ps] [ps] Saving
tbl 458.5 | 393.2 77 0 0 20.5
th2 786.1 | 749.8 14.1 13.7 0 21 5.9
th3 397.3 394 | 40.5 55 9.4
thb4 3149 | 3875 0 0 0 -2.7
TROY 5057.9 4774 0 0 300 300 5.8
OR1200| 8215.6 7781 0 0 300 0 5.2
Viterbi 1055.3 | 952.9 0 0| 1248 9.4

D. SOSP Simulation Results

Next, we considered randomness and variabilityoofyést
and shortest delays of pipeline stages (calculasedescribed
in sectionA. We then set up SOSP, as the quadratic program
presented in (26) with the mentioned linear appration for
Oipipeline @Nd solved it using TOMLAB optimization toolbdxk.
calculated the optimal values of operating suppitage and
frequency and the transparency window sizes ofviddal
soft-edge FF-sets in the design that minimize ttal tPDP.
By settinge equal to the inverse of total number of critical
paths, we avoid violation of timing constraints.

For purpose of performance comparison, we used two
baseline methods similar to the case of OSP Baselineis
limited to the nominal voltage whilBase+VScan also change
the supply voltage. The baselines determined thgimuam
clock frequency of the circuits based on a staftanalysis

For instance, we enforcefg, to be higher than 85% of the similar to SOSP, except for utilizing hard-edge Rfsthe
Baselinefrequency, fotb2 andtb4. In case of th4, there is not pipeline circuit. Table 3 reports the simulatiorsuks of

a change since the result is already in that raHgeever, in
case oftb2, the PDP saving of OSP (comparedBaseling

reduced to about 38% while its optimum operatintjage and
clock period were found to be 1V and 914ps, respeigt

Here, by limiting the minimum frequency of circuithe
benefit of voltage scaling is limited, but time bmwing is still
useful in minimizing the clock cycle time.

To provide more insight into the results, we stddieow
SEFFs are used in a soft pipeline by solving OSPiR\this
set of experiments, the supply voltage of eachlipipavas set
at the nominal value and OSP-FV was invoked to finel

applying SOSP to the benchmarks of Table 1 (wististtcal
specifications), including the maximum frequencyedmined

by Baselineunder nominal supply voltage, and the optimum
operating voltage and frequency obtained Baseline+V$
and by SOSP.

E. ESOSP Simulation Results

Next we measured the error penalties of error tieteand
correction in a pipeline by micro-architectural siations.
Then we set up and solved ESOSP problem as foredulat
(38), and next compared it Baselinedescribed in sectioB,

minimum values ofTq. Table 2 shows the optimum clockWhich calculates the optimum frequency of a coneewd
period of Base+VSand OSP along with the SEFF windowPiPeline under nominal voltage. Since ESOSP benéfim
sizes for each test circuit under nominal voltdger. example, Voltage scaling, time borrowing and error toleraneee
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Table 3. Power-delay-product saving by SOSP Table 4. ESOSP performance and comparison to baseli
0, 0, i
Test- Base Base+VS SOSP b D/OPSg:vl?ng ggitc A %PDP saving vs. Base ESOSP
bench T*[ps] VS VS+TB ESOSH Vdd* T*[ns] Gotal
Vaa | T'[ps] | Vao | T*[ps] |Base | Base+Vs thl 33.7 46.2 548 | 08| 5338 2.11
thl 4417 | 0.8 675.5 | 0.8 | 625.3 |46.7 20.0
tb2 30.0 36.0 47.8 0.9 852.9 1.71
th2 7744 | 0.8 | 11933 | 0.9 | 1012.6 |40.3 10.9
tb3 36.7 51.5 60.3 0.8 520.7 1.35
tb3 402.0 | 0.9 4113 | 0.8 | 6445 |52.8 22.6
tb4 33.9 25.8 39.2 0.8 493.6 1.86
371.8 | 08 575.2 | 0.8 | 587.2 |285 -6.2
(b4 TROY 20.1 27.4 30.9 1.1 | 46583 1.05
4702 | 1.0 | 5612.9 | 1.1 | 5231.9 |24.3 8.3
TROY OR1200 24.2 31.8 35.5 1.0 | 8461.9 0.95
OR1200[ 7792 | 0.9 | 10197 | 1.0 | 9155.0 |31.8 6.8 I
Viterbi 7.1 21.2 30.5 1.1 844.3 2.20
Viterbi | 1022.6 | 1.1 | 1086.4 | 1.1 | 1012.7 |22.3 12.8 S __ _
circuitry, which is small compared to the arealod briginal

studied the portion of total expected power-delayirg due  pr, |y ‘addition, compared to the size of rest @f fipeline,
to each of these techniques in the statistical émaomk. area overhead of SEFFs and extra buffers is milgiscu
Table 4 summarizes percentage of improvement inepow Finally, as far as the runtimes of our proposearitlgms are
delay product of three techniques with respech&Baseline concerned, for all benchmarks, it takes less thangeconds
algorithm described. The first oneBsise+VSalgorithm, that on a 2.4GHz Xeon Pentium-4 PC (with 2GB of memduoy)
implements only voltage scaling (denoted by VS)e Becond run any of these algorithms in MATLAB/TOMLAB toolko
algorithm is our proposed SOSP which combines gelta
scaling and time borrowing (denoted by VS+TB). Thid VI. RELATED WORK

algorithm is ESOSP that adds error tolerance to”F5Q8ble 4 : . _ : -y
gives the optimum voltage and clock periods for th? Soft-Edge Flip Flops —Soft-edge flip-flops have been used

testbench I h " I o i or minimizing the effect of clock skew on statiedadynamic
es l_enc es a_ls_ g\:e 4as| € op Itmutrl’? %Vet“.il e]rcr " circuits [6, 7]. Recently, authors {#] proposed an interesting
PIPEIINE, Gora. TADIE 4 AISO reports e details of op Imun:ljlpproach to utilize SEFFs in sequential circuitsomder to
operating point of the soft pipeline along with ttwal error

rate of pipeline. Fig. 14 illustrates the shareath technique minimize the effect of process variatioon yield. They

) I delay i t with Baseli formulated the problem of statistically aware SEFF
In overall power-delay improvement with respecbaseline assignment which maximizes the gain in timing yiakl an

70 ¢ Error Tolerance integer linear program (ILP) and proposed a hdarist
50 = = Time Borrowing algorithm to solve the problem. Also, SEFF has betiized
50 % -3 % @m " \VoltageScaling to reduce combinational circuit's Soft Error RaBER) [36]

by leveraging the effect of temporal masking caussd
introduction of transparency window to SEFF ciraesign. It

P is more delay and power efficient compared to dircu
P redundancy based techniquas].

3 %8 TROY ORI200 Vieerbi Time borrowing — Authors of [37] proposed an
architectural framework, called ReCycle, which adogock
skew based time borrowing to compensate for process
variation in a pipeline latching elements. It salva linear
program to determine optimum clock skews of pipektages

-
.
.
-
-
.
.-:r
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&
g
&

2

Fig. 14. Power-delay-product saving gained by OSP

Finally, we compared our ESOSP algorithm to an aded
baseline, Base+CS$ which adopts the useful clock skew
technique on top oBaseline In this method, the pipeline that improve maximum attainable frequency. It eaahbthe
stages are made balanced (by up to four FO4 invdeiays) . cline to tolerate process variation. after fediﬁbn
by means of adjusting skew of clock for each irdiinl stage. PIPEl P variation, o o
In contrast, ESOSP reduces the imbalance of pipeip  In arecent work{38], authors have optimized pipeline clock
means of time borrowing. The results of this corigmar show frequency by replacing flip-flops with pulsed lagshto enable
an average PDP saving of 38% for ESOSP over dlme borrowing, as well as skewing clock. Introdait of
testbenches. Compared to the 42.7% of average RDRgsof  Clock skew to an edge-triggered flip-flop has afecfsimilar
ESOSP with respect tBaseline one can conclude that the O the circuit retiming in VLSI timing optimizatiermovement
share of PDP saving that was due to time borrowéatyces of the flip-flops across combinational logic modbleundaries
about 5%. The reason is that these two methods &lavest [39]. Although it achieves time borrowing as SEFes), but it
the same effect on balancing the stage delays, hemte, requires modification to the stand:_ird _tools. an_q; i static
clock period reduction gained by using SEFFs witspect to  solution and cannot account for_ circuit vana_tbﬂ&;nd other
Base+CSis lower. However, using SEFFs enables dynamigources of uncertainty in the environment or inffutas been
(variable) time borrowing while the clock skew isstatic Shown to be ineffective for addressing processatian and

(fixed) method for path delay balancing across edéft Circuit imbalancg9]. Moreover, SEFF can pass data anytime
pipeline stages. during its transparency window, while a FF withske clock

passes the data only at the shifted edge of clobikiously,
adjusting clock for each individual flip-flop lifthis limitation
at the cost of a complex design effort.

As far as the overhead of our proposed techniguekiding
OSP, SOSP, and ESOSP) is concerned, the area aderha
SEFF compared to a normal FF is only the interredby
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Integrated error handling mechanisms— Razor flip-flop
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the internal architecture of a master-slave SERR Wuilt-in

design was introduced {®] that obtains an significant power error detection mechanism and Fig. 16 illustratesperation.

reduction by adopting an smart opportunistic vatagaling
scheme. It only reduces voltage upon detectionimfng
errors in pipeline. It equips a pipeline with delayror
detection capability as well as error correctiorchanism. In
a later work, authors of40] proposed two local tuning
mechanisms in the context of Razor dynamic voltszming:
per-stage voltage controlling and per-stage cletlew
adjustment. Its drawbacks are rather complex tovigeo
separate voltage supplies for each pipeline stagehysical
implementation, plus the disadvantages of clockwahkg
technique mentioned earlier. In a
architecture has been revisited and Razor Il has peoposed
that provides both low-power operation and SERr#olee
[41]. Its power saving is achieved by performindyoarror
detection in the FF, while correction is performimiough
architectural replay. This allows significant reton in the
complexity and size of the FF, too. Our work e#iaily
combines the power saving integrated error
mechanism of Razor, with the performance enhanicee t
borrowing technique. Similar to Razor, MicroFix hitecture
[42] takes the delay errors as the indicator tairegl DVFS
action. It handles errors in a prediction basedmaafd2].

VII.

We presented and solved the problem of minimizioger-
delay product metric in a linear pipeline by uiitig soft-edge
flip-flops to perform time borrowing between consgéee
stages of the pipeline. We formulated the problem
optimally selecting the transparency window sizdsthe
SEFFs and the clock frequency of pipeline so agptimize
the power-delay product of entire pipeline, in thidifferent
scenarios that assume deterministic worst case qetlys or
probabilistic random delays for pipeline stage gelalso, by
over-clocking the pipeline and allowing timing \atibns to
occur and then recovering the errors, our propds8@SP
algorithm exploits the trade-off between perfornearend
power saving to further minimize the expected poedelny
product of a pipeline. Our experimental results destrated
that the proposed technique is quite effectiveeiducing the
expected power-delay of a pipeline.

CONCLUSION

APPENDIX

A. Soft-Edge Flip-Flops with Built-in Error Detection

We have adopted an error detection mechanism idehign
of SEFF to guarantee correct computation in theelwip.
More precisely, we have utilized raulti-sampling technique
in the pipeline registers similar to Razor ] (however,
Razor integrates error correction circuitries, tibat increases
flip-flop delay). In a SEFF with built-in error dsttion, a
secondary latch, calledhadow latch is added to each
conventional flip-flop. This shadow latch re-sangthe input
data at a later time by utilizing ghase-shiftedylobal clock

signal, clkp. Hence, the input will be double sampled at the

triggering edges of the original clock and the gethclock. If
there is a setup time violation in a pipeline stagemparison
of these two data values would detect the erra. F shows

recent work, Razo

handling

In this figure, data uniD1 is available early enough to get
correctly sampled and latched in the FF at ttheand In the

secondary latch a&R. On the other hand, da2? misses the

latching window (indicated by the red arrow in figure) and
cannot be latched at tint8. However, at tim&4, the error
detection unit re-samples the data and captD&she result
of XNOR of two sampled data indicates an error.

Vclk

Fig. 15. Positive edge SEFF with built-in errorestgion

clkd

o | end” cIk ok

clkd Iclk

clkp
14
1T
lclkp

3 ta

0t

Fig. 16. Timing waveforms of error detection in $EF

Introduction of the phase-shifted clocleS to design
requires an additional timing constraint to avoidetected
errors or short path violations in the followingegarios. First,
if the maximum delay of the preceding logic blosksb large
that the signal misses the triggering edges of laghmain
and PS clock edges. Second, as shown in Fig. 1theif

inimum delay of the combinational logic circuitcseeding
a flip flop is too short, new data3 overwrites the valid one,
D2, atPSclock edge and mistakenly marked as an error. We
impose another timing constraint to address theseasios:

toij + AP+t — T SPS SO +teqj—thy; 1<i<N (42)
wherePSdenotes delay of PS-Clk relative to the main clock
ok = = f
e S Vel
X D1 o2 | b3

Fig. 17. Timing waveforms for PS clock in SEFF

B. Soft-Edge Flip-Flops with Built-in Error Correction

Similar to error detection, an error correction treagsm can
be integrated into the flip flop circuit (see RaZd¥ [5]). As
illustrated in Fig. 18, a multiplexer is integratedthe SEFF
which selects between the data sampled at the ciaik edge
and the one sampled at the PS clock edge, whitteisorrect
data in case of any error. Compared to micro-agchire
based error correction mechanisms (e.g. flushingjs
approach has less performance overhead, but hijghwer
dissipation and area overheads because of intemnléiplexer
gate. The timing constraint ¢42) applies also to this SEFF.

clkd 'clk

D

tclkd | 1cikd

ERLCS

clkp err r
V”

A

L
Iclkp

Fig. 18. Positive edge SEFF with built-in errorreation
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