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Abstract— In this work, we present an analytical model for 

calculating the Read Margin of SRAM cells as a function of different 
transistors parameters. Using this model and assuming normal 
distribution for the threshold voltages of transistors in the presence of 
process variations, the probability distribution function (PDF) of the 
Read Margin is analytically derived. In addition, the time variation of 
the PDF due to the NBTI (negative bias temperature instability) 
effect is also considered in the model. The accuracy of the model is 
verified by comparing its results with those of HSPICE simulations in 
45 nm and 32 nm technologies. The comparison demonstrates a very 
high level of accuracy for the proposed model. 
 

Index Terms— Modeling, nano-scale, Read Margin, SRAM, 
Probability Distribution Function, SRAM Stability, NBTI, Process 
Variation.  

I. INTRODUCTION 

SRAM arrays occupy a large portion of System on Chip 
(SOC) designs and multicore processor chips [1]. To have 
high levels of integration density, SRAM cells are 
implemented by using minimum sized transistors [2]. On the 
other hand, with CMOS technology scaling to nanoscale 
(critical) feature sizes, random variations in process 
parameters have emerged as a major challenge in circuit 
design. For SRAM cells, due to the use of minimum 
dimensions, the effects of random variations are quite severe 
[2]. These variations can be divided into global (systematic) 
and local (totally random) variations [3]. Global variations 
cause the same change in the parameters of neighboring 
transistors in the SRAM cell. On the other hand, local 
variations usually change the parameters of neighboring 
transistors independently of each other. Only local variations 
can have a significant effect on the stability of SRAM cells 
[4]. Among different sources of parameter changes resulting in 
local variations, random dopant fluctuation (RDF) is the most 
important [5][6]. The impact of RDF in the channel region, 
which originates from random variations in the number and 
location of dopant atoms, is inversely proportional to gate area 
[7].  

In addition to process variations, which are related to the 
fabricating circuits, the characteristics of transistors change 
over time due to aging effect which are induced by 

 
 
 

phenomena such as NBTI (negative bias temperature 
instability) and HCI (hot carrier injection). Among the aging 
effects, NBTI, which is considered to be the most important 
one [8] since it affects transistors when they are sitting idle 
doing nothing which is most of the time, causes an increase in 
the PMOS threshold voltage over time. NBTI results from the 
depassivation of the Si-H bond at the Si-dielectric interface 
and diffusion of resultant hydrogen species into gate dielectric 
and poly Si [9]. This effect becomes important below the 130 
nm technology node [10][11]. NBTI degrades the 
performance, functionality, and stability of SRAM cells (see, 
e.g., [12]). 

As was discussed, both the process variations and NBTI 
phenomenon affect the SRAM stability parameters such as the 
Read Margin. These two effects transform the stability 
parameter to a random variable whose parameters change over 
time. Having an analytical model that can predict the 
statistical behavior of the stability parameter (including its 
time variation) would make the circuit optimization more 
efficient. There are some works in the literature that 
investigate the effect of process variations on SRAM 
parameters and failure probabilities as explained next. In [2], 
the read stability is investigated using simulations without 
presenting any analytical analysis. In another work, different 
sources of failure probabilities have been modeled by 
assuming Gaussian distributions for all stability metrics [4]. 
The Gaussian distribution does not necessarily model the 
probability distribution function (PDF) of the stability 
parameters. A non-analytical technique for the stability 
analysis which is faster than the Monte Carlo simulation 
approach has been proposed in [13]. Also, there are other 
works which have been focused on the effect of NBTI on the 
SRAM stability (see, e.g., [12], [14], and [15]). None of these 
efforts presented an analytical model for the reliability 
metrics. 

In this work, we present an analytical model for the 
statistical behavior of the Read Margin in the presence of both 
process variations and NBTI effect. The approach starts with 
presenting an analytical model for the Read Margin (RM) as a 
stability parameter. Then, the PDF of this parameter in the 
presence of process variations is described analytically. 
Finally, the impact of NBTI on the PDF is also included in the 
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model. It should be noted that Read SNM is also an important 
stability parameter. The derivation of an analytical model for 
this parameter is complicated and the resulting expressions are 
very long and involved (see, e.g., [16]). Thus, including the 
effect of process variations and NBTI in its model does not 
provide much insight to the designer.  

The rest of the paper is organized as follows. In Section II, 
the model for the Read Margin as a function of the threshold 
voltages and other transistor parameters are derived. The 
derivation of the PDF for the Read Margin considering both 
the process variation and NBTI effect is described in Section 
III. The results of the model predictions and its comparison to 
HSPICE simulations are discussed in Section IV while Section 
V concludes the paper. 

II. READ MARGIN MODELING 

In this section, we present the derivation of the model for 
the Read Margin as a function of device parameters. For this 
purpose, we start from the definition of the Read Margin and 
then using a simple I-V model, we derive the expression for 
this figure of merit.  

Fig. 1 shows the schematic of a conventional 6T SRAM 
cell. During the read operation of the cell, the voltage at node 
R increases to a positive value, denoted by Vread, due to the 
voltage division between the right access transistor and the 
right pull down transistor. If Vread is higher than the trip point 
of the left inverter, denoted by Vtrip, then the cell flips and a 
read failure occurs [8].  

 
Fig. 1. Schematic of a conventional 6T SRAM cell. 

 
We denote the Read Margin of the right (left) side of the 

cell by RMR (RML). The margin is calculated as the difference 
between Vtripl and Vreadr (Vtripr and Vreadl)  

(1) RMR = Vtripl – Vreadr  
RM is the minimum of RML and RMR. To obtain the Read 

Margin analytically, first we model Vread. For the case of RMR 
(VL in Fig. 1 is equal to VDD), one may write the KCL at node 
R as 

axrdsnrds II ,,   (2) 
where Ids,nr is the current of transistor NR in the saturation 
region and Ids,axr denotes the current of transistor axR in the 
linear region. To make the mathematics involved manageable, 
we use the simple square law model for the currents which is 
not accurate enough for these technologies.  In the process of 
our model derivation, we make some approximations to 

compensate for the errors induced by the use of this simple 
model. Using (2), one may write 
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where VDD is the supply voltage, Vth,i is the absoulte value of 
the threshold voltage of the transistor i (here, the right access 
transistor), and for any two transistors i and j, we define ki,j as 
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In (4), µi is mobility of transistor i, cox,i denotes the oxide 
capacitance per unit area, and Li (Wi) is the length (width) of 
transistor i. 

Solving (3) for Vreadr, one obtains 
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Our simulations for the 65 nm, 45 nm, and 32 nm technologies  
show that β << 1. Hence, we can approximate Vreadr as  
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This approximation underestimates the voltage.  
Now, note that in the read operation, a stronger pull down 

NR compared to axR and PR pull ups is desired, and hence, 
the width of NR is larger than those of axR and PR [17]. Then 
kax,n < 1, and hence, we can approximate Vreadr as  
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which overestimates the voltage. Because the first (second) 
approximation underestimates (overestimates) the voltage, the 
accuracy of (8) turns out to be acceptable. To increase the 
accuracy of the approximation further, kax,n may be treated as a 
fitting parameter in our model. 

To obtain the expression for Vtrip at the left side of the cell, 
we set VL = VR = Vtrip and write the KCL at the node L. This 
leads to 
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In [4], the authors considered Vtrip as a linear function of 
VDD, Vth,p, and Vth,n by neglecting the effect of the access 
transistor. As the channel length becomes smaller, Vtrip will 
decrease. Thus, the current of the access transistor increases, 
and hence, it should not be ignored when calculating Vtrip 
(especially, as Vth,pl becomes more negative due to the NBTI 
effect). The inclusion of the access transistor in the derivation 
makes the expression for the trip voltage complex. To reduce 
the complexity of the model, we approximate the polynomial 
under the square root of (9) by a second order polynomial (by 
omitting some terms and adding some other terms such that 
the acceptable accuracy is achieved). Therefore, one may 
write  

 (10) axlthnlthplthDDtripl VaVaVaVaV ,4,3,21 ....   

where the coefficients a1to a4 are found from 
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If needed, to increase the accuracy of the model for sub-32 
nm technologies, the coefficients a1 to a4 may be considered 
as fitting parameters of the model. The Read Margin values 
for 32 nm, 45 nm, and 65 nm technologies are plotted in Fig. 2 
where the maximum error is almost 4%. Note that for these 
results, the parameters kax,n and a1 to a4 have not been treated 
as fitting parameters.  
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Fig. 2. Read Margin versus kn,p for 32 nm, 45 nm, and 65 nm technologies. 
 

By substituting (8) and (10) into (1), we obtain RMR. RML 
may be found similarly. 

III. PDF MODELING OF READ MARGIN 

In this section, we model the variation of the Read Margin 
in the presence of process variations. Here, we only focus on 
the threshold voltage variations which are modeled by 
Gaussian distributions [2]. The read voltage obtained in the 
previous section was modeled as a nonlinear function of Vth,ax 
and Vth,n. To obtain the Read Margin PDF, we should 
approximate Vread in (8) as a linear function of the threshold 
voltages as we will see later in this section. This enables us to 
find the Read Margin PDF easily (for the case of Gaussian 
distribution). It should be noted that both PDF’s of Vtrip and 
Vread on each side are modeled by Gaussian distributions. 
Therefore, RMR and RML will also follow the same 
distribution. The RM which is the minimum of RMR and 
RML, however, will not have a Gaussian distribution. In [4], 
the PDF of RM was assumed to be Gaussian.  

Now, we proceed with linearizing the read voltage in terms 
of the threshold voltages. Rewriting Vread as 

TKVread .  (15) 
where K is a constant and 

y

x
T

2
  (16) 

Here, 
 (17) axrthDD VVx ,  

 (18) nrthDD VVy ,  

which shows that statistical behavior of these two parameters 
are related to the statistical behavior of Vth,axr and Vth,nr. If μn 
and σn are the mean and variance for the NMOS threshold 
voltage, x and y are Gaussian variables with σn and μd = VDD – 
μn. By differentiating (16), we have  

 (19) 2

2.2

y

dyx

y

dxx
dT   

Because x and y are random variables with the same mean 
and variance and because μd >> σn, one may assume y  x and 
write 

 (20) dydxdT  2  

Integrating (20) yields 
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cyxT  2   (21) 
where c is the integration constant. This relation expresses the 
Read Margin as a linear function of two Gaussian variables, 
and hence, T should also be a Gaussian variable. To increase 
the accuracy of this approximation, we obtain c such that 
statistical behaviors of T in (16) and (21) become very close to 
each other. For this purpose, first, we calculate the PDF of T 
from the PDFs of x and y using  


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where Px, Py, and PT are the PDFs of x, y, and T, respectively. 
Next, for a given y, we should express x and dx in terms of T 
and dT. First, using (16) we can obtain 

 (23) 
y

xdx
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Obtaining x from (16) and substituting it into (23) yields 
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T

y
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One can use (24) to express the right hand side of (22) in 
terms of variable y only. Now, to obtain PT(T) analytically, we 
need to use one approximation. For the region of interest 
where (y – μd) << μd, one may write 
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By substituting (25) into (22) and performing the integration, 
one obtains 
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where  is a standard normal probability distribution function, 
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The expression for the PDF of T given by (26) is a Non-
Central-Chi-Square distribution function [18]. Here, T = z2 
and z is a normal variable with the mean and standard 
deviation of μz and σz, respectively. The mean (μT) and 
standard deviation (σT) of T are given by [18]. 
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 (30) nT  .5  

Since when μz >> 0 (as is our case), the Non-Central-Chi-
Square function becomes similar to the Gaussian function, we 
use a Gaussian PDF for T (Vread) with the mean and standard 
deviation of μT and σT, respectively. 

By equating the mean of the PDF of T obtained from (21) 
and (29), one obtains c as 

4

5
.

2

d

nc


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Also, note that the standard deviation obtained from (21) is 
equal to the one given in (30).  

To determine the accuracy of the approximate model for the 
read voltage PDF, we compared the PDF obtained from (21) 
and Monte Carlo simulations (100,000 runs) for the 32 nm and 
45 nm technologies in Fig. 3. The maximum errors for the 
mean of Vread, 1%, 5%, 95%, and 99% percentiles were 1.8% 
(1.6%), 9.3% (3.9%), 3.6% (1.6%), 2.4% (1.2%) and 5.1% 
(2.8%) for the 32 nm (45 nm) technology, respectively. The 
comparison reveals a very good accuracy for the model. 
As mentioned before, the threshold voltage of transistors are 
Gaussian variables. To simplify the equations, which have 
been utilized to calculate RM, we use  

(32) LndnlthDD MVV .,   

(33) RndnrthDD MVV .,   
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 (36) Lpnbtinbticpplth PVVV .,   

 (37) Rpnbticpprth PVV .,   

where ML, MR, NL, NR, PR, and PL are standard normal 
variables. Also, Vnbtic is the value of threshold voltage increase 
of one of the PMOS transistors (PR in this case) due to the 
NBTI effect, Vnbti is the excess threshold voltage increase of 
the other PMOS transistor due to non-symmetry in the NBTI 
degradation (PL in this case). The non-symmetric behavior 
was resulted due to assuming more stress on the left PMOS 
transistor. This assumption of non-symmetric behavior 
generalizes the formulation. 

Having found the relations for Vread and Vtrip, one may 
obtain the left and right Read Margins, respectively as  
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and FL and FR are two auxiliary functions defined by 
 (41) RRLL MNNkMkpLkhFL  2... 321  
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Fig. 3. The PDF results of Vread (2/kan) obtained from HSPICE and proposed 
model for (a) 32 nm and (b) 45 nm technologies. We used 100,000 Mont 
Carlo simulations. 

 
Note that since RMC is constant, by finding the minimum 

values of the auxiliary functions, one can find the Read 
Margin. Let us define f as  

 (47) f = min(FL,FR) 
To obtain the probability distribution function of f, we use  

 (48) Pf (f) = P1+ P2 
where 
P1 = P[(FL = f) and (FR > f)] (49) 
P2 = P[(FR = f) and (FL > f)] (50) 
After some manipulation, probability P1 is obtained from (see 
Appendix 1) 

dfdNdMdPdP

N
erf

ttPNPMP

PPPPdffP

LLLR

R

tLNLM

P

P

P

P

N

N

M

M
LPRP

LL

R

R

L

L

L

L

L

L

LR

....

.
2

))
2

(1(

).0().().(

).().().(

0

1




    
















 

(51) 

In order to obtain (51), we have defined a variable, denoted 
by t as follows: 
t = – 2.NR + MR (52) 

which is a normal variable with μt 
= 0 and σt = 51/2. Also, we 

defined another variable t0 which is t when FL = f. Using, (41) 
one obtains t0 as 
t0 = f – h – k1.PL – k2.ML – k3.NL   (53) 
Also, the variable NR0 is given by 
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For the values around zero, one only needs to keep the first 
few terms of the erf series expansion as 
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By replacing (55) in (51) and performing the integration, the 
probability distribution function P1 is obtained as 
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Since the simulations show that q << 1, one can approximate it 
by zero and obtain (56) as 

))(1.()( 111 rerfgfP   (60) 
Similarly, the probability function of “(FL > f) and (FR = f)” is 
obtained as  
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Note that if h (which shows the non-symmetric behavior of 
the left and right sides of the cell) is 0, both P1 and P2 will 
become equal. Having found P1 and P2, one may obtain the 
PDF of f in (47). Then, using (38) (or (39)), the PDF of the 
Read Margin can be obtained analytically. Now, we 
summarize the equations were used to obtain the read margin 
and the PDF of the read margin as was our objective. 
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Obtain analytical Read Margin 
1-Right Read Margin (RMR) = Vtripl – Vreadr 

2-Vtripl  obtain from (10)  a1, a2, a3, and a4 from (11 - (14) 
3-Vreadr from (8), aproximate Vreadr from (15)  

       
K is constant, T from (21) 

 
      x, y, and c from (17), (18), and (31)  

Obtain analytical PDF of Read Margin 
1-Read Margin = min(RML, RMR) 

           
 (38)   (39) 
         

     RMC from (40). FL and FR from (41) and (42) 

 NL, PL, ML, NR, PR, and MR from (32 - (37)  

 h, k1, k2, k3 from (43 - (46)        
2- Pf = PDF of min(FL, FR)  PDF of min(RMR, RML) 
3- Pf = P1+ P2 

    
        (49) (50) 
4-P1 and P2 from (60) and (61) 

    r1 and g1 from (58) and (57) 
    r2 and g2 from (62) and (63) 

 
In the next section, we study the accuracy of the proposed 
model by comparing its results with those of Monte Carlo 
simulations. 

IV. RESULTS AND DISCUSSION 

In this section, first, we study the accuracy of the analytical 
model for predicting the PDF of the Read Margin. Then, we 
investigate on the effects of NBTI on the Read Margin PDF. 
Finally, we present results for the SRAM yield. 

The Read Margin PDF obtained from model has been 
compared to that of HSPICE simulations for 45 nm and 32 nm 
technologies in Fig. 4. The results of HSPICE were obtained 
using the Monte Carlo simulations for 100,000 data points. In 
Fig. 5, we investigate the NBTI effect on the PDF of the Read 
Margin. To consider this effect, we apply the threshold voltage 
shift due to this effect after one and ten years on a PMOS 
transistor and compare the simulation results with those 
predicted by the proposed model. The maximum errors of 
these two figures for 1%, 5%, 95%, and 99% percentiles for 
32 nm (45 nm) are 1.6% (1%), 2.9% (1.1%), 1.8% (1.4%), and 
1.2% (1.6%), respectively. This shows a very good accuracy 
for the model. Note that the results for HSPICE simulations 
(model) were obtained in a couple of days (seconds). Also, it 
should be mentioned that with the elapse of time, the mean of 
the Read Margin decreases while its variance increases (see 
Fig. 5). Finally, Fig. 6 demonstrates the results of the model 
for the evolution of the PDF after manufacturing, one year, 
and ten years for both the 32 nm and 45 nm technologies. 

Now, we compare the NBTI effect on the Read Margin PDF 
when both PMOS transistors are equally affected and when 
only one transistor is affected. As stated in the previous 
section, the threshold voltage increase of one transistor (PR) is 
Vnbtic while the value for the other PMOS transistors (PL) is 
(Vnbtic + Vnbti). We can use the Read Margin PDF obtained in 
the previous section to estimate the shift of the mean value of 
the Read Margin due to the NBTI effect for the cases where 
the threshold voltages have large variances. The 
approximation is given by (see Appendix 2) 
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Fig. 4. The PDF of the Read Margin obtained by both the model and HSPICE 
simulations for a) 45 nm and b) 32 nm technologies. 
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b) 

Fig. 5. The PDF of the Read Margin obtained by both the model and HSPICE 
simulations for a) 45 nm and b) 32 nm technologies with NBTI effect on a 
PMOS transistor after one and ten years. 

 

 
a) 

 
b) 

 
Fig. 6. The evolution of the predicted PDF of the Read Margin obtained by the 
model for a) 45 nm and b) 32 nm technologies with NBTI effect on a PMOS 
transistor after one and ten years. 

 
Using this simple model obtained from the approximation 

provides us with some insights on the effect of the NBTI 
components on the Read Margin change over the time. Note 

that (64) suggests that the change is proportional to the 
coefficient a2 for the threshold voltage variation in both 
transistors while the coefficient is a2/2 for the variation in one 
transistor. The threshold voltage variation due to the NBTI 
effect is a function of time which is given by [12] 

 (65) n
DCthp tsKV ).(.  

where s is the probability of the stress of the transistor and α is 
constant prefactor. The stress condition corresponds to the 
case where the source-to-gate voltage of the PMOS transistor 
is equal to the supply voltage. When almost all the times a 
transistor is under stress, then α(s) will be approximately one 
and Vnbtic = 0. In this case, we may write 

 (66) 
2

.
2

n
DC

singleRM
tK

a   

If the two transistors are under stress with equal probability, 
we have 

 (67) ΔμRM–Dual = a2. α(s = 0.5).KDC.tn

 

 
Fig. 7. Time variation of Read Margin mean obtained from HSPICE 
simulations, proposed model of (A2. 3), and approximate model of (64) for 
two cases with NBTI effect on one and both PMOS transistors in terms of 
time.  

 
a) 
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b) 

Fig. 8. Yield versus target read margin obtained from HSPICE simulations 
and proposed model for a) 45 nm and b) 32 nm technologies without 
considering NBTI effect and with considering NBTI effect after 10 years. 

 
When the two transistors are under equal stress, α(s = 0.5) = 

0.796 [12]. In Fig. 7, we have plotted the time variations of the 
Read Margin average obtained from the HSPICE simulations, 
obtained Read Margin PDF model, and the approximate 
expression of (64). The variation of the threshold voltages was 
assumed to be 3σi = 0.2Vth,i where Vth,i is the nominal value of 
the threshold voltage for the transistor I [19]. The results 
indicate that the time variation of the Read Margin mean is 
more compared to the case where one transistor is under 
stress.  

In Fig. 8, we have plotted yield versus target Read Margin 
obtained from the model and HSPICE simulations for 45 nm 
and 32 nm technologies. Also, the ratio of the working SRAM 
cells to the total cells after ten years (still denoted by yield) is 
given in the figure. Again, the comparison reveals a very good 
accuracy for the model. For the case of HSPICE simulations, 
we considered the shift in the threshold voltage based on the 
expression given by (65). As the results reveal, for a given 
Read Margin, the NBTI effect gives rise to the reduction in the 
number of working cells, and hence, this should be taken into 
account by the designer.  

V. CONCLUSION 

In this work, we obtained an analytical expression for the 
distribution function (PDF) of the Read Margin of the SRAM 
cell. Also, using the model, we studied the effect of the NBTI 
on the PDF of the read margin to determine the number of 
cells which have acceptable Read Margin value as a function 
of time. First, we obtained analytical expressions for the read 
and trip voltages and then used these expressions to model the 
Read Margin analytically. The model then was used to obtain 
the PDF of Read Margin. Since the PDF was an analytical 
function of the threshold voltages, we managed to include the 
impact of NBTI. The model accuracy was verified by 
comparing its predictions with those of HSPICE Monte Carlo 
analysis for 45 nm and 32 nm technologies. The comparison 
showed a very good accuracy for the model. We also 
compared the two cases of both PMOS transistors were 
equally affected and only one transistor was affected by NBTI.  
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APPENDIX 1 

To obtain P1, (FL = f and FR > f), we substitute t defined by 
(52) into (41). Also, noting that FL = f, one may use (53) and 
vary NL, ML, and PL from -∞ and +∞. Therefore,  
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Also, since dt = df (see (53)), we may write 
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The only unknown is P(FR > f) which may be obtained as is 
explained here. Using (52) and (53), we obtain MR in terms of 
NR, PL, ML, NL, and f. This relation for MR is then plugged into 
(42). Note that, as mentioned above, NL, PL, and ML are 
assumed to vary from -∞ and +∞ in the integral. The two 
remaining variables are NR and PR. One of these two 
parameters (PR in our case) also may vary from -∞ and +∞. 
Therefore, NR is selected such that the condition FR > f is 
satisfied. Thus, for the condition of FR > f corresponds to NR 
< NR0. Since NR is a normal standard variable, the probability 
for this condition is obtained from 
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By combining (A1. 4) and (A1. 2), we obtain (51). 

APPENDIX 2 

To obtain the average of the Read Margin, first, we should 
obtain the average of Pf(f), which is denoted by 

fP , using 

(A2. 1) 
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This integral may be calculated using (48), (60), and (61) with 
the help of  
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Using the result of (A2. 1) as well as (38) and (39), the 
average of the Read Margin (RM) may be obtained as 
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The simulation results show that the last two terms in (A2. 3) 
may be ignored (especially, when i’s are large). Note that 
since Vnbti and Vnbtic vary with time, we obtain the approximate 
change of RM as is given by (64). 

 
 


