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Abstract—Mobile cloud computing (MCC) offers significant opportunities in performance enhancement and energy saving
for mobile, battery-powered devices. Applications running on mobile devices may be represented by task graphs. This work
investigates the problem of scheduling tasks (which belong to the same or possibly different applications) in the MCC
environment. More precisely, the scheduling problem involves the following steps: (i) determining the tasks to be offloaded onto
the cloud, (ii) mapping the remaining tasks onto (potentially heterogeneous) local cores in the mobile device, (iii) determining the
frequencies for executing local tasks, and (iv) scheduling tasks on the cores (for in-house tasks) and the wireless communication
channels (for offloaded tasks) such that the task-precedence requirements and the application completion time constraint are
satisfied while the total energy dissipation in the mobile device is minimized. A novel algorithm is presented, which starts from a
minimal-delay scheduling solution and subsequently performs energy reduction by migrating tasks among the local cores and the
cloud and by applying the dynamic voltage and frequency scaling technique. A linear-time rescheduling algorithm is proposed
for the task migration. Simulation results demonstrate significant energy reduction with the application completion time constraint
satisfied.
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1 INTRODUCTION

MOBILE devices e.g., smart-phones and tablet-
PCs, have been widely employed as a ma-

jor computing platform due to their portability and
compactness. However, the increase of the volumet-
ric/gravimetric energy density of rechargeable batter-
ies falls behind the increase of the power demand
of mobile devices with functionality improvements,
thus, resulting in a shorter battery life for mobile
devices and also a power crisis in the development
of mobile device technology [2]. It is also noteworthy
that mobile devices have relatively weak computing
resources compared to their ”wall-powered” counter-
parts due to the constraints on weight, size and power.

Cloud computing has been recognized as a prospec-
tive computing paradigm because of its potential ben-
efits such as on-demand service, ubiquitous network
access, location independent resource pooling, and
transference of risk [3], [4], [5]. In the cloud computing
paradigm, there are a service provider who owns
and manages the centralized computing and storage
resources in the cloud, and users who have access to
those resources over the Internet.
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With the development of wireless communication
technology such as 3G, Wi-Fi, and 4G, the mobile
cloud computing (MCC) paradigm has emerged to
shift the processing, memory, and storage require-
ments from the resource-limited mobile devices to
the resource-unlimited cloud computing system [6],
[7], [8]. MCC can improve the performance of mobile
devices by (i) selectively offloading tasks of an appli-
cation (e.g., object/gesture recognition, image/video
editing, natural language processing, and scientific
computation [9], [10]) onto the cloud and (ii) carefully
scheduling local task executions in the mobile device
with the anticipation of remote task executions in the
cloud while taking into account the task-precedence
requirements. Task offloading can help to improve the
performance of mobile devices because servers in the
cloud have much larger computation capability and
higher speed than the mobile processor. Moreover,
MCC helps to save energy in mobile devices and
prolong operation time of the battery by offloading
computation-intensive tasks onto the cloud. Experi-
ments conducted in [11], [12] demonstrate that (i) a
large application can be partitioned into various tasks
with task-precedence requirements, and (ii) the fine
granularity of task-level offloading has the potential
to achieve lower energy consumption and higher
performance.

In order to realize the prospective benefits of MCC
in energy saving and performance improvement for
mobile devices, we should consider the following
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questions. (i) Which tasks of an application should
be offloaded onto the cloud? (ii) How to map the
remaining local tasks onto the potentially heteroge-
neous cores in a mobile device? (iii) Which execution
frequency level should be assigned for each local
task? (iv) How to schedule tasks in the heterogenous
cores for in-house processing and in the wireless
communication channels for remote processing, such
that the task-precedence requirements and applica-
tion completion time constraint are satisfied with the
minimum energy consumption in the mobile device?
(Please note that although the mobile device cannot
schedule task executions in the cloud, it can anticipate
and estimate the execution time of offloaded tasks
based on its prior knowledge.)

To answer the above-mentioned questions, this
work differs from previous work by focusing on the
MCC task scheduling problem, in which there are four
key issues to be addressed.

• The application completion time constraint is
a hard constraint, and therefore it should
be addressed in the first place. Offloading
computation-intensive tasks onto the cloud may
result in less application completion time. How-
ever, the offloading decision should be made
judiciously considering the delay due to upload-
ing/downloading data to/from the cloud.

• The total energy consumption in a mobile device
for executing an application, including the energy
consumed both by the processing units (i.e., the
potentially heterogeneous cores in the mobile
device) and by the RF components for offloading
tasks, is the objective function to be minimized.
From the perspective of energy consumption,
offloading tasks onto the cloud saves the com-
putation energy but induces the communication
energy.

• The dynamic voltage and frequency scaling (D-
VFS) technique can be employed for further re-
ducing energy consumption of a mobile device.
However, if the DVFS technique is applied (to
lower the execution frequency of a high perfor-
mance core) such that a high performance core
has the same performance as a low performance
core, the high performance core still consumes
more energy than the low performance core [22].
Therefore, DVFS should be applied after deter-
mining the task assignment (to local cores and to
the cloud).

• The task-precedence requirements should be en-
forced during task scheduling. Unlike the con-
ventional local task scheduling problem in [13],
in the MCC task scheduling problem there exist
additional task-precedence requirements through
wireless communication channels between the
cloud and the local cores.

In this present work, we propose a novel algorithm

for the MCC task scheduling problem to minimize the
total energy consumption of an application in a mo-
bile device under a hard constraint on the application
completion time. In particular, we generate a minimal-
delay task scheduling in the first step, and then per-
form energy reduction in the second step by migrating
tasks towards the cloud or other local cores that can
bring great energy reduction without violation of the
application completion time constraint. In the third
step, we apply the DVFS technique to further reduce
energy consumption. To avoid high time complexity,
we propose a linear-time rescheduling algorithm for
the task migrations. In summary, the proposed novel
algorithm can generate a task schedule at the begin-
ning of application execution to minimize the total
energy consumption under a hard application com-
pletion time constraint. The simulation results show
that the proposed algorithm can achieve a maximum
energy reduction of 74.9% compared with the baseline
algorithms.

To our best knowledge, this is the first task schedul-
ing work that minimizes energy consumption under a
hard completion time constraint for the task graph in
the MCC environment, taking into account the joint
task scheduling on the local cores and the wireless
communication channels of the mobile devices as well
as on the cloud.

2 RELATED WORK

Task scheduling and task offloading problems have
been extensively studied and various heuristic algo-
rithms have been proposed [13]∼[20]. These work
can be classified into two categories: (i) minimizing
the total application completion time (i.e., achieving
higher performance) [13], [14], [15], [16] and (ii) mini-
mizing the overall energy consumption (i.e., achieving
longer battery life of battery-powered mobile devices)
[17], [18], [19], [20]. The HEFT algorithm in [13] was
proposed for scheduling tasks of an application with
task-precedence requirements on heterogeneous pro-
cessors with the objective of achieving high perfor-
mance. This algorithm computes priorities of all tasks,
selects a task with the highest priority value at each
step, and assigns the selected task to the processor
that minimizes the task’s finish time. Alternatively,
the Push-Pull algorithm starts from a fast determin-
istic task scheduling algorithm and then iteratively
improves the current solution by using a deterministic
guided search method [14]. Ra et al. [15] adopted an
incremental greedy strategy and developed a runtime
system, which is able to adaptively make offloading
and parallel execution decisions for mobile interactive
perceptual applications in order to minimize the com-
pletion time of applications. A genetic algorithm was
proposed in [16] to optimize the partitioning of tasks
of a data stream application between a mobile device
and the cloud for the maximum throughput.
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Fig. 1. A simplified example of a task graph.

Rong et al. [17] addressed the problem of minimiz-
ing energy consumption of a computer system execut-
ing periodic tasks, assuming that the periods of tasks
are large enough such that the positive slack time
between tasks can be used for energy consumption
reduction. Li et al. [18] formulated the task mapping
problem as a maximum-flow/minimum-cut problem
to optimize the partitioning of a task graph between a
mobile device and the cloud for the minimum energy
consumption. Lee et al. [19] extended the work of
[13] on heterogeneous processors accounting for both
the energy consumption and application completion
time. However, the algorithm in [19] cannot guarantee
that the scheduling result meets a hard constraint of
application completion time. Kumar et al. [20] pro-
posed a straightforward offloading decision strategy
to minimize the energy consumption according to the
computation-to-communication ratio and the networking
environment.

3 SYSTEM MODEL FOR MCC TASK
SCHEDULING

3.1 Applications

An application is represented by a directed acyclic
task graph G = (V,E). Each node vi ∈ V represents
a task and a directed edge e(vi, vj) ∈ E represents
the precedence constraint such that task (node) vi
should complete its execution before task (node) vj
starts execution. There are a total number of N tasks
(nodes) in the task graph (application). Normally, N is
smaller than 100, e.g., in computer vision applications,
N is in the range of 10∼30 [15]. Given a task graph,
the task without any parent is called the entry task,
and the task without any child is called the exit task.
In the task graph of an application, there may exist
multiple entry tasks and multiple exit tasks. As shown
in Fig. 1, task v1 is the entry task and task v10 is
the exit task. For each task vi, we define datai and

data′i as the number of bits of the task specification
plus input data required for task uploading and the
number of bits needed to download result and any
other output data from the cloud after executing task
vi in the cloud, respectively.

3.2 MCC Environment
We consider a mobile device in the MCC environment
that has access to the computing resources on the
cloud. There are a number of K heterogeneous cores
in the processor of the mobile device. Examples are
the state-of-the-art Tegra [21] and big.LITTLE archi-
tecture [22] which has been adopted by Broadcom,
Samsung, etc. The cores are equipped with a DVFS
capability such that each core can operate at M differ-
ent frequency levels (and the corresponding M supply
voltage levels.) The maximum operating frequency
of the k-th core is fmaxk , and there are M frequency
scaling factors i.e., ak,1 < ak,2 < ... < ak,M = 1.
Therefore, the actual operating frequency of the k-th
core can be fk = ak,m · fmaxk . The (average) power
consumption Pk of the k-th core is a super-linear
function of fk, represented by Pk = αk · (fk)γk , where
2 ≤ γk ≤ 3. The αk and γk values may be different for
different heterogeneous cores.

A task can be executed either locally on a core of the
mobile device or remotely on the cloud. If task vi is
offloaded onto the cloud, there are three phases in se-
quence associated with the execution of task vi: (i) the
RF sending phase, (ii) the cloud computing phase, and
(iii) the RF receiving phase. In the RF sending phase,
the specification and input data of task vi are sent to
the cloud by the mobile device through the wireless
sending channel. In the cloud computing phase, task vi
is executed in the cloud. In the RF receiving phase,
the mobile device receives the output data of task vi
from the cloud through the wireless receiving channel.
The cloud transmits the output data of task vi back
to the mobile device as long as it finishes processing
task vi. We use Rs to denote the data sending rate of
the wireless sending channel, and Rr to denote the
data receiving rate of the wireless receiving channel.
Accordingly, let P s denote the power consumption
level of the RF component in the mobile device for
sending data to the cloud. The power consumption of
the RF component in the mobile device for receiving
data is negligible compared to that for sending data.

The local core in the mobile device or the wireless
sending channel can only process or send one task
at a time, and preemption is not allowed in this
framework. On the other hand, the cloud can execute
a large number of tasks in parallel as long as there is
no task-precedence requirements among the tasks.

3.3 Task-Precedence Requirements in the MCC
Environment
We use T l,mini,k to denote the minimum execution
time of task vi on the k-th core when the maximum
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operating frequency fmaxk is used, where superscript
l means “local execution”. T l,mini,k depends on the task
specification of task vi and the maximum operating
frequency fmaxk of the k-th local core. Usually, T l,mini,k

is a decreasing function of fmaxk . Then, the actual
execution time T li,k of task vi on the k-th core depends
on the actual operating frequency fk = ak,m · fmaxk by

T li,k = T l,mini,k /ak,m. (1)

We use T ci to denote the computation time of task
vi on the cloud, where superscript c means “execution
on the cloud”. The time for sending task vi onto the
cloud, denoted by T si , is calculated as:

T si = datai/R
s. (2)

The time for receiving task vi from the cloud, denoted
by T ri , is calculated as:

T ri = data′i/R
r. (3)

For a task vj that is already scheduled (on a local
core or the cloud), we use FT lj , FTwsj , FT cj , and FTwrj
to denote the finish times of task vj on a local core,
the wireless sending channel (i.e., the task has been
completely offloaded to cloud), the cloud, and the
wireless receiving channel (i.e., the mobile device has
completely received the output data of the task from
the cloud), respectively. If the task vj is scheduled
locally, we set FTwsj = FT cj = FTwrj = 0; if the task
vj is offloaded onto the cloud, we set FT lj = 0. Please
note that the mobile device can only schedule tasks in
the local cores and the wireless channels, whereas the
cloud computing controller schedules tasks that have
already been uploaded to the cloud and transmits the
output data back to the mobile device. However, the
mobile device can anticipate the execution of tasks in
the cloud and estimate the corresponding FT cj and
FTwrj values from the parameters T cj , T rj , etc.

3.3.1 Local Scheduling
Before we schedule a task vi, all its immediate prede-
cessors must have already been scheduled. Suppose
that task vi is to be scheduled on a local core. Then
the ready time of task vi, denoted by RT li , is calculated
as:

RT li = max
vj∈pred(vi)

max{FT lj , FTwrj }, (4)

where pred(vi) is the set of immediate predecessors of
task vi. The ready time RT li is the earliest time when
all immediate predecessors of task vi have completed
execution and their results are available to task vi:
• If task vj (an immediate predecessor of task vi)

has been scheduled locally, max{FT lj , FTwrj } =
FT lj . In this case we have RT li ≥ FT lj , which
means that task vi can start execution on a local
core only after the local execution of task vj has
finished.

• If task vj (an immediate predecessor of
task vi) has been offloaded onto the cloud,
max{FT lj , FTwrj } = FTwrj . In this case we have
RT li ≥ FTwrj , which means that task vi can start
execution on a local core only after the mobile
device has completely received the output data
(results) of task vj through the wireless receiving
channel.

We can only schedule task vi to start execution at or
after its ready time RT li , if the task is to be sched-
uled on a local core. In this way the task-precedence
requirements can be preserved. However, the mobile
device might not be able to start executing task vi at
time RT li exactly, because the cores may be executing
other tasks at time RT li .

3.3.2 Cloud Scheduling

On the other hand, suppose that task vi is to be
offloaded onto the cloud. The ready time of task vi
on the wireless sending channel, denoted by RTwsi , is
calculated as:

RTwsi = max
vj∈pred(vi)

max{FT lj , FTwsj }. (5)

RTwsi denotes the earliest start time when task vi can
be scheduled on the wireless sending channel in order
to preserve the task-precedence requirements:
• If task vj (an immediate predecessor of task vi)

has been scheduled locally, max{FT lj , FTwsj } =
FT lj . In this case we have RTwsi ≥ FT lj , which
means that the mobile device can start to send
task vi through the wireless channel only after
the local execution of task vj has finished.

• If task vj (an immediate predecessor of
task vi) has been offloaded onto the cloud,
max{FT lj , FTwsj } = FTwsj . In this case we have
RTwsi ≥ FTwsj , which means that the mobile
device can start to send task vi through the
wireless channel only after the mobile device has
completed offloading task vj to the cloud.

The ready time of task vi on the cloud, denoted by
RT ci , is calculated as:

RT ci = max{FTwsi , max
vj∈pred(vi)

FT cj }. (6)

RT ci denotes the earliest time when task vi can start
execution on the cloud. If task vj (an immediate
predecessor of task vi) is scheduled locally, FT cj = 0.
Therefore, maxvj∈pred(vi) FT

c
j in (6) is the time when

all the immediate predecessors of task vi that are
offloaded to the cloud have finished execution on the
cloud. On the other hand, FTwsi is the time when task
vi has been completely offloaded to the cloud through
the wireless sending channel, and therefore we have
RT ci ≥ FTwsi . The cloud computing controller can
schedule task vi to start execution at time RT ci ex-
actly (because of the high parallelism in the cloud),



5

such that the task-precedence requirements can be
preserved.

Finally, let RTwri denote the ready time for the cloud
to transmit back the results of task vi, and we have:

RTwri = FT ci . (7)

In other words, the cloud can transmit the output
data (results) of task vi back to the mobile device
immediately after it has finished processing this task.

3.4 Energy Consumption and Application Com-
pletion Time
If task vi is executed locally on the k-th core of the
mobile device, the energy consumption of the task is
given by:

Eli,k = Pk · T li,k (8)

= αk · (fk)γk · T l,mini,k /ak,m

= αk · (ak,m · fmaxk )γk · T l,mini,k /ak,m

= (ak,m)(γk−1) · αk · (fmaxk )γk · T l,mini,k

= (ak,m)(γk−1) · El,maxi,k ,

where El,maxi,k is the energy consumption for executing
task vi on the k-th local core under the maximum
operating frequency. Please note that both Pk and
T li,k depend on the operating frequency of the k-th
core. If task vi is offloaded to the cloud, the energy
consumption of the mobile device for offloading the
task is given by:

Eci = P s · T si . (9)

The execution of task vi on the cloud does not
consume energy of the mobile device. The energy
consumption of receiving the results of task vi is neg-
ligible. The total energy consumption of the mobile
device for running the application, denoted by Etotal,
is given by:

Etotal =

N∑
i=1

Ei. (10)

where Ei equals to Eli,k if task vi is executed locally
on the k-th core of the mobile device, and equals to
Eci if the task is offloaded to the cloud.

The application completion time T total is calculated
by:

T total = max
vi∈exit tasks

max{FT li , FTwri }. (11)

The inner max block gives the finish time of an exit
task vi. It equals to FT li if task vi is executed on a
local core, and equals to FTwri if task vi is offloaded
to the cloud.

The MCC task scheduling problem is to (i) deter-
mine the tasks of an application to be offloaded, (ii)
map the remaining tasks onto heterogeneous cores
in the mobile device, (iii) determine the execution
frequency for each local task, and (iv) schedule the

Step One: Initial Scheduling for 

Minimized Total Execution Time

Phase One: Primary assignment

Phase Two: Task prioritization

Phase Three: Execution unit selection

Step Two: Task Migration for Energy 

Consumption Reduction

Outer Loop: determines the task for migration and 

selects a new execution location for it.

Kernel Algorithm: 

reschedules task executions

Step Three: DVFS

MCC Task Scheduling Algorithm

 

Fig. 2. Flow chart of the MCC task scheduling algorith-
m.

tasks on heterogeneous cores and wireless communi-
cation channels. The objective is to minimize Etotal

under the following constraints: (i) task-precedence
requirements and (ii) the application completion time
constraint T total ≤ Tmax, where Tmax is the maximum
application completion time.

4 MCC TASK SCHEDULING ALGORITHM

The MCC task scheduling algorithm has three step-
s: initial scheduling for minimizing the application
completion time T total, task migration for minimizing
the energy consumption Etotal, and DVFS for further
reducing the energy consumption. In all the three
steps, the task-precedence and application completion
time constraints should be enforced. The flow chart of
the whole MCC task scheduling algorithm is shown
in Fig. 2.

In order to strictly satisfy the application comple-
tion time constraint, we minimize T total in the first
step and then reduce energy consumption by task
migration and DVFS. Otherwise, if we minimize en-
ergy consumption at first, the application completion
time constraint can hardly be guaranteed because of
the task-precedence requirements and the parallelism
constraints on the local cores and the wireless com-
munication channels.

4.1 Step One: Initial Scheduling Algorithm

In the initial scheduling algorithm, we generate the
minimal-delay schedule without considering the en-
ergy consumption of the mobile device. The HEFT
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algorithm [13] generates the minimal-delay schedul-
ing for tasks running on a number of heterogeneous
cores. We modify the HEFT algorithm to take into
account the joint scheduling of tasks on the local cores,
the wireless communication channels, and the cloud.
The initial scheduling algorithm has three phases:
primary assignment, task prioritization, and execution
unit selection, as shown in Fig. 2. In the following, we
discuss the three phases in detail.

4.1.1 Primary Assignment
In this phase, we determine the subset of tasks that are
initially assigned for the cloud execution. Offloading
such tasks to the cloud will result in savings of the
application completion time. Please note that this
primary assignment is not the final decision, since
we can assign more tasks for remote execution in the
“execution unit selection” phase of initial scheduling.
For each task vi, we calculate the minimum local
execution time T l,mini as:

T l,mini = min
1≤k≤K

T l,mini,k . (12)

We also calculate the estimated remote execution time
T rei as:

T rei = T si + T ci + T ri . (13)

If T rei < T l,mini , task vi is assigned for remote execu-
tion on the cloud. We call such task a “primary cloud
task”.

4.1.2 Task Prioritization
In this phase, we calculate the priority of each task
similar to the HEFT algorithm. First, we calculate the
computation cost wi for each task. If task vi is a cloud
task, its computation cost is given by

wi = T rei . (14)

If task vi is not a cloud task, wi is calculated as the
average computation time of task vi in the local cores,
i.e.,

wi = avg
1≤k≤K

T l,mini,k . (15)

Please note that we assume the maximum operating
frequency for each local core in the initial scheduling
step and the task migration step. The priority level of
each task vi is recursively defined by

priority(vi) = wi + max
vj∈succ(vi)

priority(vj), (16)

where succ(vi) is the set of immediate successors of
task vi. The priority levels are recursively computed
by traversing the task graph starting from the exit
tasks. For the exit tasks, the priority level is equal to

priority(vi) = wi, vi ∈ exit tasks. (17)

Basically, priority(vi) is the length of the critical path
from task vi to the exit tasks.
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Fig. 3. Task scheduling result generated by the initial
scheduling algorithm.

4.1.3 Execution Unit Selection

In this phase, tasks are selected and scheduled in
the descending order of their priorities. If task vj
is the immediate predecessor of task vi, we have
priority(vj) > priority(vi) from (16). Therefore, when
task vi is selected for scheduling in this phase, all its
immediate predecessors have already been scheduled.
• If the selected task vi is a primary cloud task,

we calculate its ready time RTwsi on the wireless
channel, and allocate the earliest available time s-
lot on the wireless sending channel for offloading
the task. Please note that the mobile device might
not be able to start offloading task vi at time RTwsi
if it is offloading other tasks at that time. We
calculate FTwsi accordingly, and then the cloud
will begin executing task vi at the ready time RT ci
(from (6)) (because of the high parallelism in the
cloud.) Finally we calculate FT ci = RT ci +T ci and
FTwri = FT ci +T

r
i . In this way, we have scheduled

task vi and estimated the associated finish time.
• If the selected task vi is not a primary cloud task,

it may be scheduled on a local core or the cloud.
We need to estimate the finish time of this task if
it is scheduled on each core using the maximum
operating frequency and the finish time of this
task if it is offloaded to the cloud, using the
similar procedure as described above. Then we
schedule task vi on the core or offload it to the
cloud such that the finish time is minimized.
When we schedule the task, we need to make
sure that the task-precedence requirements are
satisfied according to Section 3.3.

As an example, we perform initial task scheduling
on the task graph shown in Fig. 1, assuming that there
are three heterogeneous cores in the mobile device.
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The T l,mini,k values are shown in the table in Fig. 1,
and in reality these values are determined by the
characteristics of the tasks and the heterogenous cores.
We use T si = 3, T ci = 1, and T ri = 1 for all the
tasks for simplicity, and in reality these values are set
according to (2), (3), and the computation speed of
the cloud servers. Fig. 3 presents the task scheduling
result, where the horizontal axes denote the time. For
example, task v4 is executed on core 1 from time 5 to
12. Task v2 is offloaded onto the cloud. The mobile
device sends the specification and input data of task
v2 using the wireless sending channel from time 5 to 8.
And then, task v2 is computed on the cloud from time
8 to 9. The cloud transmits the output data (results)
of task v2 back to the mobile device from time 9 to
10. The application completion time of this example
is 18, which is the finish time of the exit task v10.

4.2 Step Two: Task Migration Algorithm
The task migration algorithm aims at minimizing
the energy consumption Etotal under the application
completion time constraint T total ≤ Tmax. The energy
consumption is reduced through migrating tasks from
a local core to another local core or to the cloud.
The task migration algorithm is an iterative algorithm
comprised of a kernel algorithm and an outer loop as
shown in Fig. 2. In each iteration, the outer loop
determines the target task for migration and the new
execution location (i.e., a different local core or the
cloud) in order to minimize the energy consumption
Etotal. It should also maintain the application time
constraint T total ≤ Tmax without violation. Given the
target task for migration and the new execution loca-
tion, the kernel algorithm generates a new scheduling
result that has the minimum application completion
time T total with linear time complexity.

4.2.1 Outer Loop
The outer loop of the task migration algorithm deter-
mines the target tasks to migrate from one local core to
another local core or to the cloud, in order to reduce
energy consumption of the mobile device. It should
also maintain the application completion time con-
straint T total ≤ Tmax without violation. Please note
that the task migration algorithm does not account for
the migration of a task from offloading to the cloud
back to local processing, because the energy consump-
tion of the mobile device will generally increase in this
case.

In each iteration of the outer loop, let N ′ denote the
number of tasks that are currently scheduled on the
local cores. Each of them can be moved to execute on
one of the other K − 1 cores or the cloud. Therefore,
there are a total of N ′ ×K migration choices.
• For each choice, we run the kernel algorithm

to find a new schedule, and calculate the corre-
sponding energy consumption Etotal and appli-
cation completion time T total.

• We select the choice that results in the largest en-
ergy reduction compared with the current sched-
ule and no increase in the application completion
time T total than the current schedule.

• If we cannot find such a choice, we select the one
that results in the largest ratio of energy reduction
to the increase of the application completion time.
We should make sure that the new application
completion time does not exceed the limit value
Tmax.

We repeat the previous steps until the energy con-
sumption of the mobile device cannot be further mini-
mized without violation of the application completion
time constraint.

4.2.2 Kernel Algorithm (i.e., Rescheduling Algorithm)

In a task schedule, let ki denote the execution location
of task vi. ki 6= 0 means that task vi is executed on
the ki-th core, whereas ki = 0 means that task vi is
offloaded onto the cloud. In the kernel algorithm, we
have had an original schedule of the task graph. We
are given by the outer loop a task vtar for migra-
tion and its new execution location ktar. The kernel
algorithm should generate a new schedule of the task
graph G, where task vtar is executed on the new
location ktar and the remaining tasks are executed on
the same locations as in the original schedule. The
kernel algorithm aims at minimizing the application
completion time T total. On the other hand, the energy
consumption Etotal is fixed and can be directly cal-
culated using (8)∼(10) once the execution locations of
tasks are known. Because the kernel algorithm will be
called many times from the outer loop, we propose an
efficient linear-time rescheduling algorithm of the task
graph as the kernel algorithm, which is more efficient
than the modified HEFT algorithm when the number
of cores is relatively large.

For the original schedule, we use a sequence set
Sk = {v(k,1), v(k,2), . . . } to denote the sequence of tasks
that are executed on the k-th local core and we use
the sequence set S0 = {v(0,1), v(0,2), . . . } to denote
the sequence of tasks that are offloaded to the cloud
through the wireless sending channel. For example, if
we use the scheduling result in Fig. 3 as the original
schedule, we have S1 = {v4}, S2 = {v6, v8}, S3 =
{v1, v3, v5, v7, v9, v10}, and S0 = {v2}. Suppose that
task vtar is executed on the kori-th core in the original
schedule. We know from the outer loop that vtar will
be moved onto the ktar-th core in the new schedule.
We should derive the new sequence sets Snewk for
0 ≤ k ≤ K, which correspond to the sequence of tasks
executed (or transmitted) on each core (or the wireless
sending channel) in the new schedule. In the linear-
time rescheduling algorithm, we will not change the
ordering of tasks in the other cores except for the ktar-
th core (because we are going to execute task vtar in
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this core), i.e.,

Snewk = Sk \ vtar for k = kori, (18)

and
Snewk = Sk for k 6= ktar ∧ k 6= kori. (19)

In the following, we derive Snewktar
by inserting vtar

at a “proper” location of the original schedule se-
quence Sktar

. We need to satisfy the following task-
precedence requirements on the ktar-th core (ktar = 0
means the wireless sending channel):
• For any two tasks vi and vj that are executed

(or transmitted) on the same core or wireless
communication channel, task vi must be executed
(or transmitted) before task vj if task vi is a
transitive predecessor of task vj in the task graph
G.

Hence, we should insert vtar into Sktar
such that vtar is

executed (or transmitted) after all its transitive prede-
cessors and before all its transitive successors. In order
to achieve this goal, we calculate the ready time RTtar
of task vtar. RTtar equals to RT ltar (calculated from (4))
when ktar > 0 and equals to RTwstar (calculated from
(5)) when ktar = 0. In addition, we know the start time
STi of each task vi in the original schedule. Therefore,
we derive Snewktar

as:

Snewktar
= {v(ktar,1), . . . , v(ktar,m),vtar, v(ktar,m+1), . . . },

(20)
where the start time of tasks v(ktar,1), . . . , v(ktar,m)

are earlier than RTtar and the start time of tasks
v(ktar,m+1), . . . are later than RTtar. In this way, it can
be proved that the task-precedence requirements on
the ktar-th core are preserved.

Now with the new sequence sets Snewk for 0 ≤ k ≤
K, we are going to find a new schedule of the task
graph in linear time complexity O(N). We maintain
two vectors ready1 and ready2. ready1i is the number
of immediate predecessors of task vi that have not
been scheduled. ready2i = 0 if all the tasks before
task vi in the same sequence Snewk have already been
scheduled. In addition, we maintain a LIFO stack for
storing the tasks that are ready for scheduling. The
stack is initialized by pushing the task vi’s with both
ready1i = 0 and ready2i = 0 into the empty stack.
We repeat the following steps until the stack becomes
empty again.
• Pop a task vi from the stack.
• Suppose that task vi ∈ Snewk . If k = 0, we schedule

the task on the wireless sending channel, and
calculate the time when the mobile device com-
pletely receives the output data (results) of task
vi from the cloud. Otherwise, schedule the task
on the k-th core.

• Update vectors ready1 (reducing ready1j by one
for all vj ∈ succ(vi)) and ready2, and push all
the new tasks vj with both ready1j = 0 and
ready2j = 0 into the stack.

Then we have scheduled all the tasks.
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Fig. 4. Task scheduling result generated by the task
migration algorithm.

4.2.3 Example of Task Scheduling Result

Fig. 4 presents the task scheduling result generated
by the task migration algorithm for the task graph in
Fig. 1. The application completion time constraint is
set as T total ≤ 27. The power consumption of cores
1∼3 are set as P1 = 1, P2 = 2, and P3 = 4 under the
maximum operating frequency for each core. And the
power consumption of the RF components is set as
P s = 0.5. Please note that Fig. 3 presents the result of
the first step of the MCC task scheduling algorithm
(i.e., the initial scheduling algorithm), whereas Fig. 4
presents the result of the second step of the MCC
task scheduling algorithm (i.e., the task migration
algorithm). Comparing Fig. 3 with Fig. 4, more tasks
are offloaded onto the cloud in Fig. 4 for reducing
the energy consumption. The application completion
time in Fig. 4 is 26 (quite near to Tmax = 27), which
is larger than that in Fig. 3. There are still two tasks
executed on local cores. The MCC task scheduling
algorithm does not offload all the tasks to the cloud
due to the application completion time constraint.
As can be observed, the wireless sending channel is
almost fully occupied. If more tasks are offloaded,
the application completion time constraint will be
violated. In reality, some tasks can only be executed
locally in the mobile device, the MCC task scheduling
algorithm can be modified to accommodate these
cases easily. In summary, we have Etotal = 100.5
and T total = 18 in Fig. 3, and we have Etotal = 27
and T total = 26 in Fig. 4. The energy consumption
of the application is largely reduced from the result
in Fig. 3 to that in Fig. 4. It demonstrates that the
task migration algorithm (i.e., the second step of
the MCC task scheduling algorithm) can significantly
reduce the energy consumption while satisfying the
application completion time constraint.
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4.3 Step Three: DVFS Algorithm

The initial scheduling algorithm generates a schedule
with the minimum application completion time, and
the task migration algorithm reduces the energy con-
sumption for executing an application by migrating
tasks among the local cores and the cloud. In these
two steps of the MCC task scheduling algorithm, we
assume the maximum operating frequency for each
local core. On the other hand, the DVFS technique
enables further energy reduction in the mobile device
under the application completion time constraint.

If the DVFS technique is applied to lower the exe-
cution frequency of a high performance core such that
the high performance core has the same performance
as a low performance core, the high performance core
still consumes more energy than the low performance
core [22]. Therefore, we apply the DVFS algorithm
after the task migration algorithm so that the execu-
tion unit for each task is determined before the DVFS
algorithm.

In the task migration algorithm, the application
completion time is sacrificed for reduced energy con-
sumption. In the schedule generated by the task mi-
gration algorithm, the actual application completion
time is already very close to the deadline Tmax. There
seems no much room left to lower the execution
frequency for further reducing energy consumption,
as can be observed from the example in Section 4.2.3.
However, due to the parallelism requirements on the
local cores and the wireless sending channel, i.e., tasks
can only be executed or transmitted one by one, the
actual start time STi of task vi may be later than its
ready time RTi. Then, the predecessors of task vi may
be executed with lower frequency to make use of the
slack between STi and RTi.

A straightforward implementation of the DVFS al-
gorithm is as follows: based on the schedule gener-
ated from step two, for each local task we try ev-
ery execution frequency level in the ascending order
and reschedule the tasks until we find an execution
frequency that can satisfy the application completion
time constraint. If the execution frequency of a task
is changed, the whole schedule might be changed
due to the task-precedence requirements. We need to
reschedule all the tasks after one single change of the
execution frequency of a task. Therefore, we propose
another implementation of the DVFS algorithm to
reduce the time complexity.

Based on the schedule result generated by step two,
the proposed DVFS algorithm does not change the
schedule of tasks offloaded onto the cloud and the
start time of local tasks, in order to avoid frequent
rescheduling of all the tasks. The time slack between
two consecutive tasks executed on a local core is
utilized. The general idea is as following: for each
local task, if there is a time slack between the finish
time of this task vi and the start time of the next
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Fig. 5. Task scheduling result generated by the DVFS
algorithm.

task vj on the same local core, we try every execution
frequency level in the ascending order (there are a
total number M of frequency levels) until we find
an execution frequency that (i) does not postpone the
start time of task vj and (ii) does not postpone the
start time of the successors of task vi. Please refer to
Algorithm 1 for details.

Algorithm 1 DVFS algorithm
Input: The scheduling result generated by the task

migration algorithm.
Output: A task schedule with new execution frequen-

cy assignment for local tasks.
1: for each local task vi do
2: flag = 0; m = 1;
3: while flag == 0 and m < M do
4: calculate the new finish time FTnewi if vi is

executed using the m-th frequency;
5: if ∃ next task vj on the same core then
6: lim1 = STj ;
7: else {% task vi is the last task on this core}
8: lim1 = Tmax;
9: end if

10: if vi /∈ exit tasks then
11: lim2 = minvj∈succ(vi) STj ;
12: else
13: lim2 = Tmax;
14: end if
15: if FTnewi ≤ lim1 and FTnewi ≤ lim2 then
16: flag = 1;
17: assign the m-th frequency to task vi;
18: update the finish time of vi;
19: end if
20: end while
21: end for

We continue using the task graph in Fig. 1 as an
example and the task scheduling result generated by
the DVFS algorithm is shown in Fig. 5. We assume
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there are M = 3 operating frequency levels for each
core. We set the frequency scaling factors as ak,1 = 0.2,
ak,2 = 0.5, and ak,3 = 1 for k = 1, 2, 3. And we set
γk = 2 for k = 1, 2, 3. Comparing Fig. 4 with Fig. 5,
the execution frequency of task v9 is changed from
fmaxk in Fig. 4 to 0.5 · fmaxk (k = 3) in Fig. 5, whereas
the schedule for the other tasks has not been changed
by the DVFS algorithm. We have Etotal = 27 and
T total = 26 in Fig. 4, and Etotal = 23 and T total = 26
in Fig. 5, demonstrating that the DVFS algorithm (i.e.,
the third step of the MCC task scheduling algorithm)
can further reduce the energy consumption while
satisfying the application completion time constraint.

4.4 Complexity Analysis of the MCC Task
Scheduling Algorithm
Let us analyze the computation complexity of each
step in the MCC task scheduling algorithm. (i) Similar
to the HEFT algorithm, the computation complexity
of the initial scheduling algorithm is O(E×K), where
E is the number of edges in the task graph G, and K
is the number of cores. We consider sparse task graphs
(i.e., E = O(N) where N is the number of tasks), and
therefore the complexity of initial scheduling becomes
O(N×K). (ii) The computation complexity of the task
migration algorithm is O(N3×K). (iii) The computa-
tion complexity of the DVFS algorithm is O(N ×M),
where M is the number of operating frequency levels
in each local core. Therefore, the overall computation
complexity of the MCC task scheduling algorithm is
O(N3×K), which is comparable to the reference work
on task scheduling.

5 EXPERIMENTAL RESULTS

We demonstrate the effectiveness of the proposed
MCC task scheduling algorithm on a set of generated
task graphs with different specifications. We compare
the scheduling results of the proposed algorithm to
those of the baseline algorithms. All the algorithms
are implemented in MATLAB programs executed in
a 3.40 GHz Intel Core i7 processor.

We implement four baseline algorithms. Baseline 1
algorithm comprises of only the first two steps of the
proposed MCC task scheduling algorithm (without
DVFS). Baseline 1 is used to demonstrate the effec-
tiveness of DVFS in energy reduction.

Baseline 2 and 3 algorithms are designed based on
exhaustive search. Baseline 2 is as follows:

1) For each task in the task graph, randomly select
an execution unit (i.e., on a local core or to the
cloud) for it.

2) Generate a schedule for the task graph using
an algorithm similar to the initial scheduling
algorithm except that the execution unit and
frequency for each task have been pre-fixed.
(The maximum execution frequency is used for
each task.)

Fig. 6. Energy consumption vs. number of tasks (K=3).

3) Repeat previous steps for 10,000 times to find the
schedule with the minimum Etotal and T total <
Tmax.

Baseline 3 has all the steps in baseline 2 and em-
ploys the DVFS algorithm (i.e., Section 4.3) after that.
Baselines 2 and 3 are designed for demonstrating the
effectiveness and efficiency of the proposed algorithm.

Baseline 4 algorithm is similar to the proposed
algorithm except that it runs in the local mobile device
environment only (i.e., the mobile device does not
have access to the cloud and only the local resources
can be used for task executions.) Baseline 4 is used
to prove the benefits of the MCC framework in ener-
gy saving and performance enhancement for mobile
devices.

A task graph generator is implemented to generate
task graphs with various characteristics. The parame-
ters of a task graph are given below.
• Number of tasks in the graph i.e., N .
• Density of edges in the graph i.e., α.
• Number of cores in the mobile device i.e., K.
• Average task computation time on local cores un-

der the maximum operating frequency i.e., T avgl .
• Average task sending time i.e., T avgs .
• Average task receiving time i.e., T avgr .
• Average task computation time on the cloud i.e.,
T avgc .

Now we assume there are K = 3 heterogeneous
cores in the mobile device. Core 1 is a low-power
core and core 3 is a high-performance core. The power
consumption Pk values of the three cores under the
maximum operating frequency are set as P1 = 1,
P2 = 2, and P3 = 4. The power consumption of the RF
components is set as P s = 0.5. We assume there are
M = 4 operating frequency levels for each core. The
frequency scaling factors are ak,1 = 0.2, ak,2 = 0.5,
ak,3 = 0.8, ak,4 = 1.0 for k = 1, 2, 3. We set γk = 2 for
k = 1, 2, 3.

Ten task graphs with different task numbers N and
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different characteristics are generated for comparing
the proposed algorithm with baseline algorithms. We
plot in Fig. 6 the energy consumption of the mobile
device for executing an application as a function of
the number of tasks in the application. We can ob-
serve that (i) comparing with baseline 1, the proposed
algorithm achieves energy reduction due to the effect
of the DVFS algorithm (the energy reduction due to
DVFS is in the range of 7.5%∼19.6%), (ii) comparing
with exhaustive search-based baseline 2 and 3, the
proposed algorithm also achieves energy reduction
(the maximum energy reduction are 28.1% and 20.7%,
respectively, compared with baseline 2 and 3), and
(iii) comparing with baseline 4, the proposed algo-
rithm achieves huge energy reduction (in the range
of 45.7%∼74.9%) due to the MCC framework.

Table 1 shows the application completion time
T total of the scheduling results from all the algo-
rithms. Except baseline 4, all the other algorithms can
generate scheduling results satifying the application
completion time constraint. Table 1 also compares the
program execution time of the proposed algorithm
and baseline 1, 2, 3. The execution time of the pro-
posed algorithm is a little bit longer than baseline 1,
demonstrating the small computation overhead of the
DVFS algorithm. In addition, the proposed algorithm
significantly reduces the execution time compared
with the exhaustive search-based baseline 2 and 3.

Also, we use a realistic task graph from [23] i.e.,
the face recognition task graph and set the application
completion time constraint as T total ≤ 70. Baseline 1
achieves Etotal = 95 and T total = 69, and the pro-
posed algorithm achieves the same T total but a lower
Etotal = 75.9 due to the DVFS algorithm. Baseline
2 achieves Etotal = 131 and T total = 65, baseline 3
achieves Etotal = 112.2 and T total = 69, and baseline 4
achieves Etotal = 445 and T total = 95. From the above
results we can observe that the proposed algorithm
can achieves the lowest Etotal with the application
completion time constraint satisfied.

Furthermore, we assume there are K = 6 hetero-
geneous cores in the mobile device. Core 1 is a low-
power core and core 6 is a high-performance core. The
power consumption Pk values of these cores under
the maximum operating frequency are set as P1 = 1,
P2 = 2, P3 = 4, P4 = 8, P5 = 16, P6 = 32. The
other parameters are same as before. Fig. 7 shows
the energy consumption of the mobile device using
different algorithms. We can observe similar results as
in the previous case: the proposed algorithm always
achieves the lowest energy consumption compared
with baseline algorithms. Please note that the benefit
of the MCC framework in energy saving is not as
prominent as before (comparing the proposed algo-
rithm with baseline 4), because the mobile device has
stronger computing resources in this case.

Table 2 shows the application completion time of
the scheduling results from all the algorithms and also

Fig. 7. Energy consumption vs. number of tasks (K=6).

the program execution time of the proposed algorithm
and baseline 1, 2, 3. Again due to the stronger com-
puting resources in the mobile device, even baseline 4
can fulfill the application completion time constraint.
In addition, the proposed algorithm demonstrates
superior efficiency compared with exhaustive search-
based algorithms.

6 CONCLUSION

This work studies the MCC task scheduling problem.
To our best knowledge, this is the first task scheduling
work that minimizes energy consumption under hard
completion time constraints for the applications in the
MCC environment, taking into account the joint task
scheduling on the local cores in the mobile device,
the wireless communication channels, and the cloud.
A novel algorithm is proposed that starts from a
minimal-delay scheduling solution and subsequently
performs energy reduction by migrating tasks among
the local cores and the cloud and by applying the
DVFS technique. A linear-time rescheduling algorith-
m is proposed for the task migration such that the
overall computation complexity is effectively reduced.
Simulation results demonstrate significant energy re-
duction with the application completion time con-
straint satisfied.
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