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Abstract —Power dissipation and die temperature have become (Dynamic Voltage and Frequency Scaling) based igokes
key performance limiters in today’s high-performane Chip  to maximize throughput of a homogeneous CMP under a
Multiprocessors ~ (CMPs.) Dynamic power —management nower budget. Some variation-aware algorithms, &mpar
solutions have been proposed to manage resourcesanCMP programming, are presented in [5] for CMP scheuytind
based on the measured power dissipation, performan¢ and power managiement to maximize throughput at a gheea

die temperature of processing cores. In this paperve develop ;
a robust framework for power and thermal managementof power budget. However, none of them consider core

heterogeneous CMPs subject to variability and unceainty in ~ consolidation, — temperature  constraint, and leakage
system parameters. More precisely, we first model ral dependence on temperature. On the other handuthera

formulate the problem of maximizing the task throudput of a  of [6] study several effective methods for CMP rthal
heterogeneous CMP  (a.k.a., asymmetric multi-core management, such as temperature-tracking frequency
architecture) subject to a total power budget and gper-core  scaling, migrating computation to spare hardwairiéspand
temperature limit. Next we develop a solution frameork, a combination of fetch throttling and DVS. The aurth
called Variation-aware Power/Thermal Manager (VPTM). ot 7] provide an abstract model and convex option
which is a hierarchical dynamic power and thermal formulation for speed scaling in multiprocessorsdem
management solution ~targeting - heterogeneous ~CMP thermal constraints. Closed loop solutions for riedr

architectures. VPTM utilizes dynamic voltage and fequency I~
scaling (DVFS) and core consolidation techniques toontrol ~ Management of CMPs, such as Model-Predictive Cbntro

the core power consumptions, which implicitly regudte the  based solutions [8][9] have been reported as well
core temperatures. An algorithm is proposed for coe In this work, we consider a heterogeneous CMP
consolidation and application assignment, and a coeex performance optimization problem that seeks to mié
program is formulated and solved to produceoptimal DVFS  the CMP throughput under variations in the system
settings. Finally, a feedback controller is employ® to  \orkload and fabrication characteristics of theespmwhile
compensate for variations in key system parameterst e tot9] CMP power consumption is bounded by @miv
runtime. Experlmental results show highly promising power budget, and the die temperature (estimated by
g? :Logrgintgik:mg&%vsemems for VPTM compared to the tate- predictive met'hods or measured by on-chip sensisrs)
maintained below a critical temperature. We propase
Power dissilﬁatioLN;Ig(giZ lfecn-wrple(z)ral;lture have bechme thierarchical _power and thermal management _for this
main design concerns and key performance limiters iproblem, which utilizes DVFS and core consohda,t!and
, ; : . employs a feedback-loop controller. This paper wutiglly
today's high-performance multi-core processors. Ihi extends our previous work presented in [10] inesalv
design-time approaches exist, the dynamic solutomo major directions: (i) our proposed solution (VPTlds the

utilize a power management unit that takes intooaot thermal constraint on top of performance constrdiijt it
power, performance and temperature of processescand formulates and solves the DVFS as a convex optiiniza

makes the decisions that maximize performance, pow Cofy

i L roblem; (iii) it presents models for temperature,
efficiency, or both. As CMOS technology scaling tounes, egerformanc(e )and BVFS' and (v) it solves E)he core
intra-die process variations result in higher coreore consolidation usingagree'dy algorithm
(C2C) power and performance variations. These tiana The remainder of this paper is organized as follows

along with deV|c_e and interconnect aging effectdivate section Il, we present the models we use for CNIRe
the need to design and deploy robust power manageme

solutions. It is in this context that we intendtéxkle the problemd forrlnullatlo_n IS ?I\.’end N sect!on II\I/I’ gndj\;o

problem of optimizing power efficiency of CMPs unde prop%se solution Is explalne n Zecnon 'VI tmjte

performance, thermal and total power dissipatiamstraints provides our experimental setup and section Vic s
; ) o the paper.

and subject to different sources of variation.

Versions of the aforesaid problem (e.g., power and ] ”; PRELIMINARIES .
temperature constrained performance maximization or N this section we present the models and assungptio
performance and temperature  constrained po\,\,et,hat we use in the problem formulatlon_. These nmodel
minimization) have been investigated by researcfigely]. ~ capture the first order effects that are importemtthe
In particular, the authors of [4] present sevePAlFS
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problem, however they are not the most accurate and Note thatA and B are matrices containing (empirical)

realistic models and may ignore some second offtests.
A. Throughput and Circuit Delay Model

regression coefficients. In this model, the diegerture of
a core depends on the die temperatures of othesscout

Task throughpuof an application may be defined as theonly the power consumption of the core itself; leBds a

number of application-generated tasks that areicstper
second. It is unwieldy to define throughput of a Ess the
summation of the task throughputs of its
applications because of the potentially drastidedénces
between the task generation rates and task typeifferfent
applications. Also, when dealing with rather

applications, which may execute for a time ordefs o

magnitude longer than power management ep@M¥ipP
throughput is typically defined as the summation of
instruction throughputs (instructions per secoR§ vvalues)
of the active coresClearly each core’s throughput is a
function of its operating frequency. If colie which is
running at frequency level, executes application with
known characteristics, its throughput can be edémas,

H; = IPC; " f; Q)
wherelPC; denotes the instruction-per-cycle (IPC) of core
As a simple model, westimateit as the summation of IPC
of all tasks running on this core (assuming tlaat thread

diagonal matrix.
The temperature of any core in the CMP should mot g

runningbeyond aremergency temperaturdenoted by, which is

normally provided in the CMP datasheet. Equatignq%he
thermal constraint that is applied to all cores] aguation

long (6) is its matrix representation in our thermal rlod

Vi: Hl(t + 1) < ch-t (5)
A e(t) +B- P(t) < Hcrithxl (6)
Note that values of elements of matricksand B are
subject to modeling errors and process-inducedatiaris.
In spite of these inaccuracies, we will use masgriseandB
to make a decision about coarse-grain DVFS settihg
cores; a closed loop controller will update the [B/F
settings in order to avoid any thermal or powerations
due to the aforesaid inaccuracies.
C. Voltage and Frequency Relationship
We model the supply voltage of a coke,as a linear
function of its frequencyf, based ornthe data extracted from

switching method enables efficient use of idle cycles of anters DVES technology.

task to execute other tasks.) AlIstPC;, can be pre-

characterized for each set of tasks when they are

consolidated and execute on a core at nominal émcyy
IPC; = IPC, )

jassigned toi
The IPC of applicationj running on corei, IPCj,
depends on the characteristics of the applicatismemory
access pattern, the core’s micro-architecture,sanoin[10].
Its value can be obtained by offline profiling onlioe
monitoring of application execution on the targeted13].
Now then, the CMP throughput may be calculated as,

Howr = ) IPC, . 3)

i

ij

B. Thermal Model

We model the relationship between the die tempezatu
and power dissipation of a core using the thermatieh
presented in [15]. In our thermal model of the CMEch
node (and the corresponding on-chip
predictor/sensor) represents exactly one core. 4@}
denote temperature of corat timet, anda(t) = [6,()] (i =

temperature

v=s-f+uv, @)
This linear approximation results in a mean sqearer
of less than 5%. Figure 1 illustrates the dataaexéd from
Intel and AMD processors’ datasheets [23].
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Figure 1. Linear relationship of supply voltage andclock
frequency in modern processors.

D. Power Consumption Model
The power consumption of a CMP is the summation of

1, ..., N) denote the vectbrof temperature readings of all the core power dissipation (the “core power”), phmver
cores at time. Let P, denote the total power consumption of dissipation of other shared components on the ehip,
corei, andG; and G; represent the thermal conductancenigher-level caches, memory controller, and othtegrated
between cores andj and between coreand the ambient, controllers (the “uncore power”_) The power marage

respectively. Using this thermal model, equation) (4 controls the “core power” by changing the voltaged a
calculates the temperature vector at tim&, given the frequency settings of the cores.

temperature vectorg(t), and average power consumption  The power dissipation of a core is comprised ofatyic
vector,P(t), at timet. Note that this calculation is performed power and leakage power as given below,
periodically, i.e.f+1 means one time epoch later tthan Paynamic(V, f) = aCoppv2f

0(t+1)=A-0(t)+B-P(t) 4) —aV (8)
Peak(v,0) = 107 vexp (— ")

whered denotes die temperature a@g;, g, M, #, N, k,are
technology and circuit specific parameters, whiem de

Al vector variables are shown in bold face forgile scalar variables
are in regular fonts.



assumed to be constant, amds the activity factor which while the following constraints are met: 1) temperas of
depends on workload. Note that our leakage modekores do not exceed critical temperatyser{corethermal
although simple, is quite adequate at this level oftonstrain), and 2) the total CMP power dissipation is less
optimization. than the given power budgeoial power constrain)

Due to dependency of leakage power on temperature, Core consolidatiorrefers to an optimization process by
there is a positive feedback loop between the diavhich various running applications are assignedddew
temperature and core power consumption. We negfect active cores as possible. The hope is that the aurob
interaction between the supply voltage level an@ dineeded cores will be less than the total numbe&oods on
temperature and assume that they independentlgteffe  the CMP, and hence, the remaining inactive cores lma
leakage power dissipation of a core. Furthermaneesthe power gated and put into a sleep state, and poamerbe
leakage power consumption is linearly proportiomaithe saved while no performance is lost. To employ core
core’s voltagey [14], and using a linear approximation of consolidation, we define an assignment (mapping)
the temperature-dependent component of leakagerpl@we parameter,my;, which is a pseudo-Boolean variable that
order to make the computation tractable), we caiteva represents the assignment of applicajitmcorei,
first-order Taylor series approximation of the lag& power me. = {1 if application j is assigned to core i (12)
as follows: Y 0 otherwise

- Proar(v,0) =k, v+ ke_' 0 (9) vj: Z m;; = 1 (13)

According to (7) and (8), dynamic power consumpi®n -
super-linearly dependent on the core’s clock fregyef. In
addition, the core frequencfy,is linearly related to the core
voltage,v. Therefore,

Note that a core can be turned off only if there ao
applications assigned to it, i.e., wh};m;; = 0.
With the above definition, the total CMP throughpan

P(f0)=d-fP+L f+ke 0 10 pe rewritten as,
whered, |, andk, are empirical coefficients for dynamic o = IPC.. -
power  consumption, temperature-independent  and cMP _zzmii i fi
j

temperature-dependent components of leakage power i (14)

dissipation, respectively. Coefficieat, which varies as a =fl-MOIPC) -1,
function of the workload running on the core, rejergs the  where the symbce'denotes the inner product of two vectors,
switched capacitance of the core. Tfeparameter, which the symbol® denotes element-wise multiplication of two
has a range between 2 and 3, denotes the expofient matrices or two vectors of the same dimensionafitg,the
frequency in the dynamic power consumption termtlis  vector of frequencies of corelC is the matrix ofiPC of
report, we assume g value of 2.5.) Coefficient is an  applications if executed on any core, anids the matrix of
empirical coefficient relating the temperature-ipdedent application to core assignment variableg,
component of leakage power dissipation to the core Now then, the problem statement can be written as a
frequency. Values of these coefficients dependhenGMP  mixed-integer program, as illustrated in (15), vhapplies
implementation and fabrication technology paransetéhe to both homogeneous and heterogeneous CMP archiect
vector form of the above equation is expressed as, In this formulation, the objective function is toarimize
P=D-fB+L-f+Ky,-0 (12) the throughput by using the model of (14), whertes
fconstraints are the thermal emergency constrairgngby
(6), the total CMP power budget given by (11), ad
constraint on the maximum and minimum limits on

in which fyy; is the column vector of clock frequencies o
cores, and exponentiation iiff is an element-wise
operation, which returns a column vectbr. L andK, are

the diagonal matrices of coefficients I, andk, of each frequency. o -
core. Maximize H = f" - (M O IPC) - 1,4
subject to:
M. PROBLEM FORMULATION A-0+B-P< 0.l
Consider an N-way, heterogeneous CMP system -such 3 1P < Ppyager (15)
system is composed &f processing cores [16], which are fmin < f < fmax
independent except that the cores share an L2 cactie 1w M=1,
interface to the main memory. Each core has a atpar P=D-fP+L-f+Ky 0

supply voltage and clock generation module so that Th b bl ¢ lati : ied int
cores can potentially run at different voltage-treqcy ¢-f) € above problem formulation 1S a mixed Integer

: : _program, which is NP-hard. This is because the imult
sDei;tllang?i?]through a supervisory process  called cpas processor job assignment problem, which is knowrbéo

NP-hard [18], can be reduced to (15). Next, we priésent
a simpler version by relaxing some constraintfeable to
solve it efficiently

A power and thermal manager (PTM) performs
simultaneous core consolidation and DVFS for camethe
CMP, according to measured core temperatures angrpo
dissipations.More precisely, the PTM seeks to determine
the set of ON cores and assign their voltage asguincy
levels such that the total CMP throughput is maxzedi



IV.  PROPOSED SOLUTION

Our proposed Variation-aware Power Thermal Manage

(VPTM) consists of four modules:teer-one manage(T1-
PTM), a tier-two manager (T2-PTM), a proportional-
integral (Pl) feedback controller[19], and aWorkload
Analyzer Unit(WAU.) Figure 2 illustrates the architecture
of the proposed Variation-aware Power and Therm
ManagerVPTM
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Figure 2. Block diagram of VPTM.

T1-PTM performs core consolidation and identifige t
cores to be turned off in order to increase povificiency
of the CMP and resolves the thermal emergenciegrfwh
die-temperature reaches the critical temperatdrke T2-
PTM uses this information teub-optimallydecide on the
frequency of cores for the next epoch. It also uates the
set points for the (hardware-based) controlleravedor the
next epoch. The PI controlline-tunesthe core DVFS
settings based on actual measurements at runtimeales
VPTM robust to variations of workload, as well a8TP

WAU analyzes the workload and predicts
characteristic, i.e., IPC of applications, for tiext decision
epoch. WAU continuously monitors the actual IPC o
applications (using core’s performance counféfy), and
applies a moving average calculation to update IB@©
values for the next epoch, which reduces the estima
error caused by workload variation. This predidie@ data
is passed onto T1-PTM and T2-PTM next. We use aimgov
average predictor in this work; however, utilizatiof more
accurate prediction algorithms increases the quadit
predicted values at the cost of increased complexit
A. Tier-One Manager — Core Consolidation

In tier-one of the VPTM, T1-PTM, we adopt a helicist
to perform core consolidation decisions and avbigimal
emergencies (when a core temperature rises afigyeat
the beginning of eactiecision epoclof durationT;. As will
be detailed later, Tier-two of VPTM finds the opéim
DVFES configuration of active cores such that athstoaints,
including the thermal constraint that no core terapee
rises abovel,;, are satisfied at the beginning oftiming
windowof size T, = T,/k wherek is a small natural number,
say 2 or 3. Now then, under this hierarchical caantr
architecture, it is possible that the tier-two DVISnot
capable of keeping the core temperature below tiieat

temperature valued.;. In this case, the core temperature

its

approaches the critical temperature vallg,. This is due
to the fact the T2-PTM cannot turn off any corecsirthat
Hecision is reserved for the T1-PTM, which runseath
decision epoch. To be safe, we thus impose thetreomis
that no core temperature exceedthm@shold temperature
denoted by, Note thathy, < 0 . This imposes limits on T

nd T, since we have to ensure that, even in the wosst,ca
he temperature of a core cannot rise frignto 6. in time
T, if we set its voltage and frequency levels tortigimum
allowed after time 7. Note that a core whose temperature is
abovedy, and rising toward®,;, will be turned off for the
next few epochs (and the applications running osilltbe
migrated to other cores), until it cools down belawecond
temperature valuef.,o < 6y, , and only then, it may be
turned back on.

The proposed T1-PTM is a greedy (steepest-asciint) h
climbing algorithm that seeks to reach a local mptin
solution by gradually moving towards the maximuninpo
in a solution space neighborhood. A neighbor ofdheent
solution is defined as one of the following threses: (i) a
solution with the same number of active coresagplution
with one more active (also called ON) core, or) (&
solution with one fewer active core. Now then, pneposed
algorithm explores the neighbors (in terms of thenber of
ON cores) of the current system configuration, iitdfinds
a better solution (yielding higher CMP throughputbiber
meeting the power budget), it chooses and enfoticas
solution for the next decision epoch. T1-PTM relsthe
quality of estimates of the CMP throughput, power
dissipation, and die temperature at the end ofecairepoch,
using the predicted data provided by WAU.

The key idea for core consolidation is to group I
applications that may be running on two or morgesanto
one core whenever possible, and to turn off therotiores
(or set them to some lower power state) resulting i
noticeable power saving. Assuming fast thread $ivite
support (similar to the Sparc family and Niagara
architectures[20]), the performance overhead of core
consolidation is negligible. At the same time, TIMPmay
have to migrate applications from some active ctwe
another active core or even to turn on a new aoder to
maximize IPS. Note that in case of memory-bound IB®
applications, conflicting cache misses may decrehse
advantages of core consolidation, if the cacheisizenall.

To perform consolidation, T1-PTM calculates the I6fC
each core as a weighted summation of IPC’s of fathe
applications that are running on the core. Nexoitts the
active cores in ascending order of their IPC valaed
creates an active core queue. It then examine§rgheair
of cores in this queue (i.e., those with the lowHaC
values.) It checks to determine if the tasks rogron these
two cores can be consolidated into one of the cofdg®out
violating power or thermal constraints. If so, this
consolidation is performed. If not the next paicofes from
the active core queue is considered as a consoldat
candidate. The process continues until a pair oésas
found or the queue is completely processed.

Similarly, if a core is running more than one apgfion
and it is at the maximum core frequency or a thérma



emergency can be created, the core is a candidate fcore power targets at the level required by cocalsulated

migrating one or more of its applications to sortteeo core
(we call this process “core de-consolidation”.) t&dhat
migration of applications between cores has lateang

energy overhead, which is taken into account when

considering consolidation and de-consolidationcasti
Note that the described consolidation is possiblg for

cores with similar architecture (but different merhance

and power), and tasks should use similar ISA.

B. Tier-Two Manager — Coarse-Grain DVFS
T2-PTM solves a simplified version of the mixedeiger

problem (15) by eliminating the pseudo-Booleangrssient

variables (since they have already been determyed1-

frequency and temperature in the optimal solutm(l6).

S
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Figure 3. PI controller of VPTM.

As illustrated in Figure 3, each coi@dg has a controller
(G that set its frequency. Based on the solutiomdiny
T2-PTM, the target power budget of each core isasdtto
maintain its power dissipation at the desired leVdle PI
controller continuously measures the actual corevepo
dissipation, and if required, changes its DVFSimsgtto

PTM.) Hence T2-PTM solves the nonlinear program ofmatch the set point, determined by T2-PTM. Detals
(16), which maximizes the total CMP throughput whil designing this controller (i.e. setting its parares follows

satisfying the aforesaid constraints. The problérfi6) is a
convex optimization problem, and an optimal solutzan
be found in polynomial time. The problem is indead

the conventional Pl controller design approachuargntee
its stability and response quality.

V. EXPERIMENTAL RESULTS

modified version of the convex problem presented an
solved online iN22], where the objective function was the
summation of cores’ frequencies. In contrast, chjective

For our experiments, we setup a tool chain, whichn
in-house MATLAB-based CMP simulator integrated with

function is the actual CMP throughput, which is eighted
summation of the core frequencies. We will usesthl@tion
method presented {i22] to efficiently solve (16). Note that
to convert the problem to a convex one, the lasstaint of
(16) has been replaced with an inequality, howetee,
optimum solution will be same as if it is an equali
(see[22] for details.) Also note that in this formulati we
usef,, instead 08,,;-

(Maximize H=f-IPCA

subject to:

A-0+B-P< 041
1-P< Pbudget
| fmin = f = fmax
\P>D-ff+L f+Ky-0
Note the implicit assumption of running an applicat

at no more than a single core at any given timee Nuat if

(16)

PTscalar, a cycle-accurate microarchitecture |gpmher,
performance, and thermal simulator (it uses a teatpee-
dependent leakage mode[R1l]. Multiple instances of
PTscalar simulate execution of tasks on cores,catailate
the power and temperature of cores at each timeheploen
these values are reported to our PTM unit (in MAR)A
which decides core consolidation and task migratmves

and adjusts DVFS settings of cores. We simulate a

heterogeneous quad-core CMP in which the coresfdmeo
types that vary in architecture and operating fesupy.
Cores 1 and 2 are faster (they run at 3.2GHz ang laa
larger issue and commit queue) while cores 3 aratet
slower (they run at 2.6GHz and have smaller queueshe
problem formulation, each individual core can beaofy
arbitrary type. Both core types are similar to Adph1264
architecture. The architecture of cores in our erpents is
similar to Alpha 21264 architecture, with some desin

the temperature of a core has exceeded the criticahe configuration and parameters, as listed in @dblThe
temperature and reducing its frequency level to thexmbient temperature is set to °@5 and the critical
minimum does not stop the rise towards the criticakemperature is set to 100D.

temperature,
beginning of the next decision epoch.
C. Tier-Three Manager — Closed-loop Controller
Despite the global optimality of the solution tongex
optimization problem of (16), it ignores the vaioat and
uncertainty in the characteristics of cores andabieh of
applications, such as regression coefficients ofvearo
consumption and IPC of applications. As a resuldjract
solution of in (16) may suffer from overestimatiray
underestimating temperature, power, or throughput.
Thus, to be suitable as a&obust online power

then T1-PTM turns the core off at the

Table 1. Configurations of the cores in CMP system

Pipeline Out-of-order
Fetch-lssue-Commit 4-4-4/4-2-2

Load/Store queue 32/32

L1 instruction/data  16KB, 2-way/8KB, 2-
cache way/LRU

L2 unified cache
Technology node/Vdd ~ 32nm, 1.1V/1V
Max frequency 3.2GHz/2.6GHz/2.3GHz

We first used PTscalar to extract the thermal amdgo
model parameters, i.B. (per task)L, K,, A andB matrices.
Then, the effect of process variation was estimatgd

4MB, 8-way, 64B line

managementVPTM utilizes a Pl (Proportional-Integral) applying up to 5% random deviation to these pararset
controller [19] for each core to dynamically adjust the that are being used in the PTM solver.

frequency of the core so as to maintain its peequvwer
budgets close to their desired values, in spiteaiéntial
changes in the application behavior. This requirdseak-
up of the total CMP power budget to target poweddmis
for all active cores, a step which we do by settimg per-

For workload, we use bundles of four

mentioned earlier, we do not consider
communication in this work.) The task mix is assidrto
CMP and run virtually forever. Execution of eackkan

different
benchmarks selected from SPEC2000 benchmark saste (
inter-task



any core type is pre-characterized in terms ofaitesrage baseline considered here does not perform
IPC, D, andL values. Note that these values are used asonsolidation (to the best of our knowledge, thereno
uncertain data and VPTM uses a moving average (MAglgorithm in the literature that solves the samebfam as

core

predictor (of length three) and a feedback loopniEnage
uncertainties. Table 2 illustrates a sample assinof
tasks to cores, and resulting average IPC of tamks
corresponding cores.

Table 2. Assignment of benchmarks in testl

Core 1 2 3 4
Benchmark twolf mcf equake bzip
Avg. IPC 1205 212 1.7 0.90

VPTM, by a combination of DVFS and core consolidai)

In Figure 5, plot (a) demonstrates simulated “mesgu
CMP throughput and power consumption. In this
experiment, we have applied a sequence of {110WY,80
100w, 80w} for total power budget. Comparison ofsth
plot with the one in Figure 4 shows that the averagal
IPS of VPTM is higher than PHPL for similar power
budgets (which are 15.5 and 13.2 BIPS, respectivEipts

Figure 4 demonstrates the performance of VPTMDP) and (c) of these figures illustrate trace efgiency and

algorithm for the benchmark set and its given assignt in

temperatured;=100) of each core, respectively. Also, as it

Table 2. Our baseline is a greedy algorithm callecfan be seen, VPTM follows the power budget vergelin
PushHiPullLo (PHPL) which is similar to the greedy Which is because of the PIl-controller, that adagyiv
algorithm presented in [3]. PHPL maximizes CMP updates DVFS to maintain target core powers. In [PHP
throughput under a total power budget by conseelytiv contrast, core 2 has the highest IPC and mostlg adrits

reducing the frequency of the core with lowest IB@jl the
power budget is met. Limiting the maximum frequerndy
cores enforces the thermal constraint. In Figureldt (a)
demonstrates simulated CMP throughput and powehisn
experiment, we have applied a sequence of {110WY,80
100W, 80w} for total power budget. This sequenceardy
shows the behaviour of VPTM for two high and lowngo
budgets, but also demonstrates the transition lest\leese
two states and the settling time. Plots (b) andilligytrate
trace of frequency and temperatuég;£100) of each core,
respectively. As it can be seen, VPTM follows thawvpr
budget very closely, which is because of the Plcder,
that adaptively updates DVFS to maintain targetecor
powers. Another observation is that in VPTM, cords3
executing a task with a high IPC (but not the hgghevhile

its power consumption is the most proportional, Aedce
the maximum power budget is allocated to it, amgl it
frequency is mostly at its maximum.

Figure 5 demonstrates performance of PHPL. For

purpose of comparison, we disabled core consotidati
capability of tier-one of VPTM, since the compariso
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Figure 5. Performance of PushHiPullLo algorithm.

Figure 6 compares average performance of VPTM (with
core consolidation enabled) to that of PHPL forefiv
different mixes of benchmark selection, under thpewer
budget conditions. The average throughput of VPTM i
approximately 21.4% higher than PHPL. An average of
13% is gained by combination of precise solutioDdS
and utilization of PI controllers, and the restige to core
consolidation.

25

m PHPL
u VAPTM

Total Throughput [BIPS]

120 100

Power Budget [W]
Figure 6. Total IPS under power budget -VPTM vs PHE.

We also studied performance of VPTM on eight-core
CMPs consisting of two 3.2GHz cores, two 2.6GHz and
four 2.3GHz cores, which all have similar architeat
configuration as in the previous experiments. Wegared
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performance of VPTM in eight-core CMPs to PHPL, aslatency. Moreover, we will improve on some of thedels
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