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Abstract—Recent work has presented hierarchical deployment of
energy storage devices (ESDs) at the data center, rack, and server levels
within a data center, along with a corresponding control framework
for peak power shaving and energy cost reduction under (time-of-use)
dynamic energy pricing policies. However, the prior work does not use a
realistic power delivery architecture of the data center with hierarchical
ESD structure, and fails to account for some key characteristics such
as rate capacity effect of batteries and power losses in various AC/DC
and DC/DC converters in the power delivery architecture. This paper
aims to overcome these shortcomings by (i) adopting a realistic power
delivery architecture (from Intel) for centralized ESD structure as the
starting point; (ii) presenting a novel power delivery architecture for data
centers with hierarchical ESD structure, borrowing the best features of
the centralized ESD structure from Intel and the distributed single-level
ESD structures from Google and Microsoft; (iii) providing a mathematical
framework for the optimal design (i.e., ESD provisioning) and control
(i.e., scheduling the charging and discharging of various ESDs) of the
hierarchical ESD structure to minimize overall energy cost under dynamic
energy pricing functions. This framework accounts for constraints on
ESD volume (for each level) and the overall (annually amortized) capital
cost, and power losses due to the rate capacity effect and conversion
circuitry. The ESD design problem is solved by using a search-based
algorithm, whereas the ESD control problem is formulated and solved
as a hierarchical convex optimization algorithm. Experiments have been
conducted using real Google cluster workload based on realistic data
center specifications, demonstrating the effectiveness of the proposed
optimal design and control framework.

Keywords—data centers; energy storage devices (ESDs); hierarchical
ESD structure

I. INTRODUCTION

Cloud computing as the long-held dream of computing as a
utility [1] has demonstrated its success in the commercialization
nowadays. The data center hardware and software are what we will
call a cloud, and the service being sold is utility computing [2]. The
cloud computing system collects computation and storage requests
from distributed and decentralized clients/users over the Internet, and
processes these requests in a centralized manner in the data center. A
data center has been effectively managed through the wide utilization
of virtual machines (VMs).

In a cloud computing system, cloud service providers (CSPs)
benefit from charging the clients for their requested services and from
the efficient and cost-effective centralized computation and storage
resource management. On the other hand, the clients are attracted
by reducing their expenses on building and maintaining new servers
on site and by the convenient and high-quality computation and
storage services via the high-speed modern network. The clients must
have guarantees from the CSPs on the quality-of-service (QoS) as
specified in the Service Level Agreements (SLAs), which include
requirements and guarantees on computing power, storage space,
network bandwidth, availability, security, etc [3], [4]. In addition, it is
essential for a market-oriented data center to reduce the operational
cost by judicious resource provisioning and task dispatching to ensure
commercial success.

The operational cost of a data center due to energy consumption
has been steadily increasing as the development of high performance
platforms, whereas the hardware cost of a data center has been
maintained stable [5]. Recently, it is found that the energy cost of
a data center during its lifetime accounting for the dynamic energy
pricing and high power tariff could possibly surpass the hardware

cost [4], [6], [7]. Therefore, it is imperative to suppress this trend
and maintain the operational cost of a data center due to energy
consumption within a reasonable range. There have been plenty
of studies on reducing the energy cost of a data center or server
cluster while satisfying the SLA constraints, through a variety of
methods: (i) exploiting server-level performance knobs such as DVFS
(dynamic voltage and frequency scaling) in CPUs [8], (ii) scheduling,
placement/consolidation, and migration of computation across servers
[9], [10], [11], and (iii) reducing energy loss within the overall power
infrastructure [12]. Recent work [13], [14] have proposed to reduce
the data center electric bill under dynamic electric energy pricing, by
performing workload scheduling/postponement to match electricity
price.

Recently, there is a trend in introducing energy storage devices
(ESDs) in data centers for facilitating the power management, which
usually will not cause any performance overhead. The ESDs in a
data center are commonly made of lead-acid batteries and utilized
as a centralized uninterruptible power supply (UPS), which provides
backup power to bridge the time gap between the power failure and
the diesel generator startup. Generally, the time gap ranges from
seconds to minutes. Therefore, the energy stored in the UPS should be
abundant for powering the data center for a few minutes. Furthermore,
the ESDs can be exploited for peak power shaving of data centers,
i.e., storing energy during off-peak periods and providing energy
during high-peak periods [15], [16], under dynamic energy pricing
policies. This technique can effectively reduce the energy cost and
power infrastructure cost of a data center under the dynamic energy
pricing and high power tariff mechanisms.

Some data centers recently built by large CSPs such as Google
[17], Facebook [18] and Microsoft [19] employ the distributed single-
level ESD structure, in which ESDs are incorporated into the rack
level or the server level of data center and directly connected to
the corresponding DC power buses. The distributed single-level ESD
structure demonstrates advantages over the centralized counterpart:
(i) it achieves larger degree of reliability (i.e., higher fault-tolerance
capability) and enables finer-granularity in energy storage control
[20], (ii) it achieves less transmission line power loss and thereby
higher power conversion efficiency due to the elimination of AC-DC-
AC double conversion [21]. However, the distributed single-level ESD
structure may encounter serious volume/real estate constraints since
the space inside each data center rack is precious and limited, thereby
restricting the ESD size and capability. Therefore, a hierarchical ESD
structure that places ESDs at data center, rack, and server levels
has been proposed to take the advantages of both centralized and
distributed ESD structures [21]. However, the prior work does not
use a realistic power delivery architecture of the data center with
hierarchical ESD structure. In fact, without a proper design of power
delivery architecture, it may end up failing to avoid AC-DC-AC
double conversion or failing to directly connect rack-level or server-
level ESDs to proper DC buses, thereby significantly degrading the
overall energy efficiency (to be no higher than centralized ESD
structure.) Also, some key characteristics in the ESD system have
been neglected in the control framework in the prior work, such as
rate capacity effect, the most significant cause of power losses in



Fig. 1. The power delivery architecture of a data center with the centralized
ESD structure.

lead-acid battery storage [24], power losses in various AC/DC and
DC/DC converters, and so on.

To mitigate the gap in literature and shed some light on the
realistic benefits of hierarchical ESD framework, this paper (i) adopts
a realistic power delivery architecture from Intel [22] as the starting
point, (ii) presents a novel and realistic power delivery architecture
for data centers with hierarchical ESD structure, borrowing the
best features of the centralized ESD structure from Intel [22] and
distributed ESD structures from Google [17] and Microsoft [19],
and effectively avoiding AC-DC-AC double conversion to enhance
efficiency, (iii) provides a mathematical framework for the optimal
design (i.e., ESD provisioning at the data center, rack, and server
levels) and control (i.e., scheduling the charging and discharging of
various ESDs) of the hierarchical ESD structure to minimize overall
energy cost under (time-of-use) dynamic energy pricing functions.
This framework accounts for constraints on ESD volume (for each
level) and the overall (annually amortized) capital cost, and power
losses due to the rate capacity effect and conversion circuitry. The
ESD design problem is solved by using a search-based algorithm,
whereas the ESD control problem is formulated and solved as a
hierarchical convex optimization algorithm [30]. Experiments have
been conducted using real Google cluster workload [28] based on
realistic data center specifications [21], demonstrating the effective-
ness of the proposed design and control framework of the hierarchical
ESD structure.

II. BACKGROUND

A. Centralized ESD Structure
Generally, in a data center with the centralized ESD structure,

the power delivery facilities can be classified into four stages. Let
us use the data center with the centralized ESDs proposed by Intel
[22] as an example to illustrate the power delivery architecture. As
shown in Fig. 1, the four stages of the power delivery facilities are as
follows: (i) The 480V AC power provided by the grid or alternatively
by the diesel power generator goes through the AC-DC-AC double-
conversion with the centralized ESDs (i.e., the UPS) connected in
between. (ii) The output power (480V AC) of the AC-DC-AC double-
conversion structure is transformed to 120V AC and distributed to
each rack in the data center through the power distribution unit (PDU).
(iii) The 120V AC power at each rack is then distributed to each server
inside the rack. (iv) At the server level, the 120V AC power is rectified
into DC and then converted to 12V DC power through the power
supply unit (PSU). The 12V DC power is supplied to the server and
may be further converted into lower-voltage DC power by the voltage
conversion modules (VCMs) to feed different components/devices in
the server. A survey conducted by Intel shows that the power delivery
facilities in a data center may result in more than 30% power loss
[22]. In other words, the efficiency of the UPS (AC-DC-AC double-
conversion) is 85%-90%, the efficiency of the PDU is about 98%, and
the efficiency of the PSU is 73%-90% [22]. The PSU results in the
lowest conversion efficiency because of the large difference between
input and output voltages (120V and 12V, respectively.)

The power delivery facilities in a data center are designed to
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Fig. 2. The power delivery architectures of a data center with the distributed
single-level ESDs proposed by (a) Microsoft [19] and (b) Google [17].

fulfill the power quality and reliability requirement. When power
outage happens, the power supply will be switched from the grid
to the alternative diesel power generator by the automatic transfer
switch (ATS). However, bringing the diesel generator online takes
seconds or even minutes, during which the ESDs (e.g., batteries or
flywheels) in the UPS are used to provide backup power. Therefore,
the capacity of ESDs in the UPS should be large enough for covering
the transition time gap from grid to diesel generator. In addition,
the double-conversion structure of the UPS can guarantee seamless
transition from the grid to the ESDs and then to the diesel generator.
Furthermore, a redundant UPS (as shown in Fig. 1) is adopted to
further improve the power reliability of a data center in case one UPS
malfunctions or temporarily shuts off for maintenance. The PDU and
PSU are also configured with redundancies accordingly.

B. Distributed Single-Level ESD Structure
To mitigate the considerable power loss and the high capital cost

of the power delivery facilities with centralized ESDs, the distributed
single-level ESD structure has been proposed with simplified power
delivery architecture, higher power supply reliability, and higher
power delivery efficiency. In contrast to the centralized ESD structure,
the UPS’s are relocated from the data center level down to the
rack/server level, and therefore the ESDs are distributed to each
rack/server. Fig. 2 (a) shows the distributed rack-level ESD structure
proposed by Microsoft [19], in which ESDs are directly connected
(without conversion circuitry) to the rack-level DC bus, and Fig.
2 (b) shows the distributed server-level ESD structure proposed by
Google [17], in which ESDs are directly connected to the server-
level DC bus1. When power outage happens, the distributed ESDs can
immediately take over the power supply to each rack/server during
the transition time gap from grid to diesel generator.

The distributed ESD structure demonstrates multiple advantages
over the centralized counterpart: (i) Since the malfunction or failure
of some of the UPS’s only affects part of the racks/servers, high
power supply reliability can be achieved without UPS redundancy,
which reduces the capital cost of the data center. (ii) The ESDs are
distributed to each rack/server and directly connected to the corre-
sponding DC buses, and therefore the AC-DC-AC double-conversion
structure in the centralized structure is removed, which increases the
overall power delivery efficiency of a data center. Google reported
that the achieved efficiency improvement corresponds to a yearly cost
saving of about $30/server [17]. (iii) The distributed ESD structure has
the potential for finer-granularity energy storage control in data center
power management [20], [21]. However, the distributed single-level
ESD structure may encounter serious volume/real estate constraints
since the space inside each data center rack is precious and limited,
thereby restricting the ESD size and capability.

1On the other hand, Facebook uses dedicated “UPS servers” as distributed
ESD structure [18].



Fig. 3. The rate capacity effect of Li-ion battery and lead-acid battery.

C. Energy Storage Devices
In a data center, the ESDs will incur a significant part of power

loss besides the power conversion circuitry. Batteries (lead-acid or Li-
ion batteries, especially lead-acid ones) are the widely adopted ESDs
due to their good reliability, high energy density, low self-discharge
rate, etc. However, batteries suffer from the rate capacity effect, which
is the major cause of the battery power loss [23]. The battery rate
capacity effect specifies that a high battery discharging current may
reduce the amount of energy to be extracted from the battery and
a high charging current may also reduce the amount of energy to
be stored into the battery. To put simply, the discharging (charging)
efficiency of a battery decreases with the increase of the discharging
(charging) current. The Peukert’s formula captures the rate capacity
effect by specifying the battery discharging (charging) efficiency i.e.,
ηrate,d (ηrate,c) as a function of the discharging (charging) current
i.e., Id (Ic) [24]:

ηrate,d(Id) =
1

(Id/Iref )αd
, (1)

ηrate,c(Ic) =
1

(Ic/Iref )αc
,

where αd and αc are Peukert’s coefficients ranging from 0.1 to 0.3
for different type of batteries, and Iref denotes the reference current
proportional to the nominal capacity Cnom (in Ah) of the battery.
Typically, Iref is set as Cnom/20, indicating that it takes 20 hours
to fully discharge the battery if using a discharging current of Iref =
Cnom/20. Eqn. (1) is not accurate when the normalized discharging
(charging) current i.e., Id/Iref (Ic/Iref ) is less than one, since the
calculated efficiency is greater than 100% in this case. To fix this
problem, a modified Peukert’s formula is proposed in [23] to set the
charging/discharging efficiency to 100% when Id/Iref (Ic/Iref ) is
less than one.

Let us denote the battery discharging power by PES and the
decrease rate of the battery stored energy by PES,in. Please note that
PES and PES,in can be positive for battery discharging and negative
for battery charging. Then, according to the modified Peukert’s
formula, the relationship between PES and PES,in is given by

PES =



V ES · Iref · (
PES,in

V ES · Iref
)β1 , if

PES,in

V ES · Iref
> 1,

PES,in, if − 1 ≤ PES,in

V ES · Iref
≤ 1,

− V ES · Iref · (

∣∣PES,in∣∣
V ES · Iref

)β2 , if
PES,in

V ES · Iref
< −1.

(2)
In Eqn. (2), V ES is the battery terminal voltage, Iref is the battery
reference current, coefficient β1 is in the range of 0.8-0.9, and
coefficient β2 is in the range of 1.1-1.3. The rate capacity effect of
Li-ion battery and lead-acid battery is shown in Fig. 3, from which we
can observe that lead-acid battery based ESDs have more significant

power loss due to the rate capacity effect than Li-ion battery based
ESDs.

Some other battery characteristics need to be taken into account
for incorporating such ESDs into the data center, listed as follows.
Data are derived from [32].
Unit Capital Cost: The unit capital cost of a battery ESD, given by
$/kWh, will significantly affect the total ESD energy capacity given
a total (annually amortized) capital cost constraint. The unit capital
cost is $50 - 150/kWh for lead-acid battery and $400 - 600/kWh for
Li-ion battery.
Energy and Power Densities: Energy density is calculated as the
maximum stored energy divided by the volume of an ESD. Similarly,
power density of an ESD is defined as the rated output power divided
by the volume. For example, the energy density is 50 - 80kWh/m3

for a lead-acid battery, and 200 - 500kWh/m3 for a Li-ion battery.
On the other hand, both types of batteries have relatively high power
density.
Cycle Life: The cycle life of an ESD is defined as the number of
charge/discharge cycles an ESD can perform before its capacity drops
to a specific percentage (60% - 80% typically) of its initial fully-
charged capacity. It is the key performance parameter as an indication
of the expected working lifetime of an ESD. In general, if the ESD
experiences 1 - 2 charge/discharge cycles in a day and the depth-of-
discharge (DoD) in each cycle is restricted within 40% - 60% of the
full state-of-charge range, a lead-acid ESD can operate for 1.5 - 2
years while a Li-ion ESD can operate for more than 5 years.
Self-Discharge Rate: The self-discharge rate is a measure of how
quick an ESD will lose its energy when it simply sits on the
shelf. Typically lead-acid or Li-ion batteries exhibit negligible self-
discharge compared with other “leaky” ESDs such as supercapacitors
or flywheels.

Although Li-ion batteries have superior efficiency (less significant
rate capacity effect), higher energy/power density, and longer cycle
life compared with lead-acid batteries, the latter is more widely
adopted for data center usage because of the capital cost and safety
considerations.

III. HIERARCHICAL ESD STRUCTURE

In the centralized or distributed single-level ESD structure dis-
cussed previously, the ESDs are mainly utilized as the UPS for
providing backup power to bridge the grid to diesel generator tran-
sition during power outage. Actually, the ESDs also have potential
applications in peak power shaving and power demand shifting under
dynamic energy pricing mechanism [20]. Moreover, in the previously
discussed structures, the ESDs are allocated to single level, i.e., data
center level in the centralized structure and rack or server level in the
distributed structure. However, the power demands at different levels
of a data center should be treated distinctly due to the hierarchy of a
data center [7], and the available space for rack-level or server-level
ESDs alone may not be sufficient for performing peak power shaving.
In this work, from the starting point of the centralized ESD structure
from Intel [22], we propose a realistic hierarchical ESD structure to
not only guarantee the power supply reliability but also achieve finer-
granularity power management of a data center, borrowing the best
features of centralized ESD structure from Intel [22] and distributed
ESD structures from Google [17] and Microsoft [19].

The proposed hierarchical ESD structure is shown in Fig. 4.
Different from the centralized and distributed (single-level) ESD
structures, ESDs are allocated to multiple levels, i.e., data center
level, rack level and server level. In addition, we employ a new
type of data center-level UPS connection method presented by some
UPS manufacturers that can be operated in either double-conversion
mode or high efficiency mode by effectively controlling a set of
programmable switches for the data center-level power management



Fig. 4. The power delivery architecture of a data center with the hierarchical
ESD structure.

[25]2. As reported in [25], the high efficiency mode, which bypasses
input power from the grid to the PDU, could improve the power
efficiency by up to 10% compared with the double-conversion mode.
The time to switch between the double-conversion mode and the high
efficiency mode is only one AC cycle (16.7ms in a 60Hz grid [25]),
which can be handled by rack/server-level UPS or the server exception
handlers.

The power delivery facilities of a data center with the hierarchical
ESD structure can be classified into four stages. (i) 480V AC power
after the data center-level UPS connection. (ii) The PDU transforms
480V AC into 120V AC and distributes to each rack in the data
center. (iii) The 120V AC power is first rectified into 120V DC and
then distributed to each server inside the rack3. The rack-level ESDs
are directly connected to 120V DC buses without power conversion
circuitry. We adopt bi-directional AC/DC rectifier (i.e., a rectifier
together with a DC/AC inverter) between 120V AC power and 120V
DC power to allow the power flowing between different rack-level
ESDs [21]. (iv) For each server, the 120V DC power is converted to
12V DC to feed the server, and the DC-DC converter is uni-directional
due to capital cost considerations. The server-level ESDs are directly
connected to 12V DC buses. Similar to the results from [22], the
power conversion efficiency of the data center-level UPS is 88% in
the double-conversion mode and close to 100% (97% in practice) in
the high efficiency mode [25]. The efficiency of the PDU is about
98% [22]. The power conversion efficiencies of the rack-level AC/DC
rectifier/inverter and the server-lever DC/DC converter are about 95%
and 90%, respectively.

The hierarchical ESD structure combines the advantages of both
the centralized and the distributed ESD structures while hiding their
weaknesses. When power outage happens, the hierarchical ESDs in
each level can immediately provide backup power during the grid
to diesel generator transition time gap. Also, high power supply
reliability can be achieved without redundancies. More importantly,
due to the hierarchy, we can realize more flexible and finer-granularity
power management for a data center taking into account the battery
rate capacity effect, power losses in various AC/DC and DC/DC
converters, ESD volume and capital cost constraints, etc.

IV. DATA CENTER ESD DESIGN AND CONTROL FRAMEWORK

To take full advantage of the proposed hierarchical ESD structure,
in this section we formulate a data center ESD design (provisioning)
and control problem to minimize the data center energy cost, taking
into account the dynamic energy pricing mechanism, ESD volume and
(annually amortized) capital cost constraints, power losses due to the

2Fig. 4 uses switches to illustrate the high efficiency mode (bypassing) and
double-conversion mode, which captures the basic principle. However, the
actual implementation is more sophisticated [25] to ensure instant switching
between these two modes.

3Please note that it is different from the Intel infrastructure shown in Fig.
1 since the Intel structure first distributes 120V AC power to each server and
then rectify to DC power.

rate capacity effect and conversion circuitry, etc. More specifically,
the ESD design problem provisions ESDs at the data center, rack, and
server levels within a data center, whereas the ESD control problem
determines how each ESD in the hierarchical architecture is utilized,
i.e., charged and discharged, with a given ESD provisioning result.

A slotted time model is adopted in the following problem formu-
lation, and all input values, decision variables, and system constraints
are provided with T discrete time intervals of equal length ∆t, and
the time horizon of our optimization is T ·∆t.

A. Inputs
Data Center Specification: Let M denote the number of racks in
the data center of interest, and N denote the number of servers in a
rack. A realistic data center may be homogeneous or heterogenous in
terms of server characteristics [28].
Workload (Power Demand): There are considerable prior studies on
server workload characterization and prediction [26]. For this work,
we assume that prior work on load prediction can be leveraged and
combined with power modeling work [27] to derive reasonable and
accurate time-series of power consumptions at the server granularity
over the given optimization horizon (e.g., one day). Specifically, we
assume the power demand time-series of the j-th server in the i-th
rack is given by P loadi,j,t , where t ∈ {1, 2, ..., T}, i ∈ {1, 2, ...,M},
and j ∈ {1, 2, ..., N}. Please refer to Fig. 4 for the precise definition
of P loadi,j,t . We will utilize real Google cluster workloads [28] in our
evaluations.
Power Conversion Circuitry Efficiency: Let ηAC/DC,dc, ηPDU,
ηAC/DC,rack, and ηDC/DC denote the power conversion efficiency of the
AC/DC rectifier and DC/AC inverter for data center-level UPS, the
efficiency of the PDU, the power conversion efficiency of the rack-
level bi-directional AC/DC rectifier/inverter, and the efficiency of the
server-level uni-directional DC/DC converter (converting 120V DC
to 12V DC for each server), respectively. Please refer to the analysis
in Section III.
Dynamic Energy Pricing: We assume a day-ahead energy price
function given by Pricet in $/kWh for t ∈ {1, 2, ..., T}. Our
framework is generic enough to accommodate other types of price
function, such as the peak price function [29].
ESD Constraints: We are given the unit capital cost of ESD by
costESD in $/kWh, the energy density of ESD by denergy in
kWh/m3, the power density of ESD by dpower in kW/m3, and the
cycle life time of ESD by CycleLife. For instance, the unit capital
cost, energy density, power density, and cycle life time of the lead-
acid battery are $50-150/kWh, 50-80kWh/m3, up to 400kW/m3, and
1.5 - 2 years, respectively [32]. Due to the space limitation, at each
level the available space for a single ESD are given by Ldc, Lrack,
and Lserver . The limit of the annually amortized capital cost of ESDs
in the whole data center is CostLimitdc.

B. Optimization Variables
Given our goal to jointly address provisioning and subsequent

control problems, we choose optimization variables that capture the
operational aspects of ESDs as well as the decisions about their sizing
and placement.
For the Design Problem: In order to design the hierarchical ESDs
for the data center, we need to decide the capacity of ESDs at
different levels. We use ECdc, E

C
rack, and ECserver to denote the energy

capacity of each data center-level, rack-level, and server-level ESD,
respectively.
For the Optimal Control Problem: In the data center ESD power
management, the control variables are the discharging/charging pow-
ers of all the ESDs at different levels of the data center. We use
PESserver,i,j,t to denote the time-series of discharging power of the ESD
of the j-th server in the i-th rack, and the corresponding decrease rate
of the ESD stored energy is PES,inserver,i,j,t. The relationship between
PESserver,i,j,t and PES,inserver,i,j,t is defined in the rate capacity effect Eqn.
(2). Similarly we define PESrack,i,t’s, PES,inrack,i,t’s, PESdc,t’s and PES,indc,t ’s.



C. System Model
In this part, we derive the mathematical system model of the

hierarchical ESD framework based on Kirchhoff’s current law and
energy conservation.

For each j-th server in the i-th rack, the power flowing into the
uni-directional DC-DC converter powering this server is given by

P loadi,j,t − PESserver,i,j,t
ηDC/DC

(3)

Then the power flowing out of the bi-directional AC/DC recti-
fier/inverter for each i-th rack, denoted by PAC/DC,out

i,t , is the sum-
mation of currents flowing into all uni-directional DC-DC converters
in this rack minus the output power of rack-level ESD:

PAC/DC,out
i,t =

N∑
j=1

P loadi,j,t − PESserver,i,j,t
ηDC/DC

− PESrack,i,t (4)

Then the power flowing into each bi-directional AC/DC recti-
fier/inverter for the i-th rack, denoted by PAC/DC,in

i,t , is given by:

PAC/DC,in
i,t =


PAC/DC,out
i,t

ηAC/DC,rack
, if PAC/DC,out

i,t ≥ 0

PAC/DC,out
i,t · ηAC/DC,rack, if PAC/DC,out

i,t < 0

(5)

Since the AC/DC rectifier/inverter is bi-directional, the power values
PAC/DC,out
i,t and PAC/DC,in

i,t could be positive (when power flowing into
this rack) or negative (when power flowing out of this rack.)

Given all the PAC/DC,in
i,t values, the power flowing into the data

center PDU at time slot t, denoted by P PDU,in
t , is calculated by:

P PDU,in
t =

∑M

i=1
PAC/DC,in
i,t

ηPDU
(6)

Finally, the data center power consumption drawn from the grid,
denoted by P gridt , satisfies:

P gridt =


P PDU,in
t − PESdc,t · ηAC/DC,dc, if PESdc,t ≥ 0

P PDU,in
t −

PESdc,t
ηAC/DC,dc

, if PESdc,t < 0
(7)

Let Edc,t, Erack,i,t, and Eserver,i,j,t denote the energy storage
at the end of time slot t in the data center ESD, ESD in the i-th rack,
and ESD in the j-th server of i-th rack, respectively. Their initial
values are given by Edc,0, Erack,i,0, and Eserver,i,j,0, respectively.
As an example, the relationship between Edc,t and Edc,0 satisfies:

Edc,t = Edc,0 −
t∑

t′=1

PES,indc,t′ ·∆t (8)

Erack,i,t and Erack,i,0, and Eserver,i,j,t and Eserver,i,j,0 also satisfy
similar relationships, which are omitted due to space limitation.

D. Objective Function
We minimize the overall energy cost of the data center over the

time horizon [0, T ·∆t], given by:
T∑
t=1

Pricet · P gridt ·∆t (9)

E. Constraints
The following constraints need to be satisfied in the data center

ESD design and control framework:
Volume Constraint: The volume of ESD at the data center-level,
rack-level, and server-level should be restricted by the available spaces
at those three levels, e.g.,

ECdc
denergy

≤ Ldc,
ECrack
denergy

≤ Lrack,
ECserver
denergy

≤ Lserver (10)

Capital Cost Constraint: The total annually amortized capital cost
of data center-level, rack-level, and server-level ESDs should be
restricted by the total annually amortized capital cost constraint
CostLimitdc, i.e.,

costESD · (ECdc +M · ECrack +MN · ECserver)
CycleLife

≤ CostLimitdc
(11)

Maximum Output Power Constraint: The maximum output/input
power of data center-level, rack-level, and server-level ESD should
be restricted by the power density constraints, i.e.,∣∣PESdc,t∣∣ ≤ ECdc

denergy
· dpower,

∣∣PESrack,i,t∣∣ ≤ ECrack
denergy

· dpower∣∣PESserver,i,j,t∣∣ ≤ ECserver
denergy

· dpower (12)

for i ∈ {1, 2, ...,M}, j ∈ {1, 2, ..., N}, and t ∈ {1, 2, ..., T}.
Energy Storage Constraint: At any time slot t, the energy storage
in a data center-level, rack-level, and server-level ESD cannot exceed
100%, and cannot be lower than a lower bound LB portion, of the
corresponding energy capacity, i.e.,

LB · ECdc ≤ Edc,t ≤ ECdc, LB · ECrack ≤ Erack,i,t ≤ ECrack
LB · ECserver ≤ Eserver,i,j,t ≤ ECserver (13)

for i ∈ {1, 2, ...,M}, j ∈ {1, 2, ..., N}, and t ∈ {1, 2, ..., T}. We add
the lower bound constraint (usually about 40%) due to two reasons:
(i) Certain amount of energy storage needs to be maintained in each
ESD at any time to be prepared for providing backup power when
power outage occurs. (ii) It is desirable to maintain the depth-of-
discharge of ESDs within certain bound due to state-of-health (SoH)
degradation and cycle life considerations [33].
Operation Constraint: Since we adopt uni-directional DC-DC con-
verter for servers (please refer to Fig. 4), we have the following
constraint

PESserver,i,j,t ≤ P loadi,j,t (14)

for i ∈ {1, 2, ...,M}, j ∈ {1, 2, ..., N}, and t ∈ {1, 2, ..., T}. Also
the data center-level UPS connection mode adopted in this work
(please refer to [25]) does not support selling electric power back
to the grid. In other words, we have the following constraint:

PESdc,t · ηAC/DC,dc ≤ P PDU,in
t (15)

for t ∈ {1, 2, ..., T}.

V. OPTIMIZATION FRAMEWORK

In this section, we separate the overall hierarchical ESD design
and control framework into a control optimization problem and a
design optimization problem, and provide effective solutions for both
problems.

A. The Control Optimization Problem
In the control optimization problem, the energy capacity of ESDs

at different levels, i.e., ECdc, E
C
rack, and ECserver , are given parameters,

and we need to determine the optimal values of run-time control
variables PESdc,t’s, PESrack,i,t’s, and PESserver,i,j,t’s of all ESDs in order
to minimize the overall energy cost.

Let us take an example to illustrate the solution complexity of the
control optimization problem. Consider a data center in the size of
Google cluster [28] or the one considered in [21] with the operation
time horizon of one day. The Google cluster is comprised of 7,000
servers, and the data center considered in [21] is comprised of 8,192
servers. The number of time slots is 24 ·12 = 288 if each time slot is
set to be 5 minutes. Hence, the total number of optimization variables
in the optimal control problem exceeds 2,000,000, which is far beyond
the capability of standard optimization solving methods (for example,
the solution complexity of a convex optimization problem is in the
cubic order of the number of optimization variables [30].)



In order to effectively solve the optimal control problem by re-
ducing the number of optimization variables, we adopt a hierarchical
solution comprised of server-level, rack-level, and data center-level
optimizations. For each j-th server in the i-th rack, we aim to find the
optimal values of control variables PESserver,i,j,t’s, in order to minimize
the energy cost seen from the single server, which is given by:

T∑
t=1

Pricet ·
P loadi,j,t − PESserver,i,j,t

ηDC/DC
·∆t (16)

Constraints in this server-level optimal control problem include (12),
(13) and (14).

We transform the server-level optimal control problem into stan-
dard convex optimization problems such that it could be optimally
solved in polynomial time complexity by standard convex optimiza-
tion tools such as CVX [31] or fmincon function in MATLAB.
More specifically, we utilize PES,inserver,i,j,t’s instead of PESserver,i,j,t’s as
optimization variables in such standard convex optimization solvers4.
One can observe that the objective function (16) is a convex function
of PES,inserver,i,j,t’s since (i) it is a decreasing function of PESserver,i,j,t’s,
and (ii) PESserver,i,j,t is a concave function of PES,inserver,i,j,t according to
the modified rate capacity effect Eqn. (2). Moreover, constraints (12),
(13), and (14) are all linear (and then convex) inequality constraints
of PESserver,i,j,t’s. Hence, we conclude that the server-level optimal
control problem is a convex optimization problem of optimization
variables PESserver,i,j,t’s since it has convex objective function and
convex inequality constraints. The number of optimization variables
is equal to the number of time slots (288 if each time slot is 5 minutes
and time horizon is one day) in the server-level optimal control
problem for each server, and therefore the solution has reasonable
time complexity.

After the optimal control problems of all servers have been solved,
we proceed with the rack-level optimization. For each i-th rack, the
power flowing into each uni-directional DC-DC converter inside the

rack in each time slot, given by
P loadi,j,t − PESserver,i,j,t

ηDC/DC
, is already

given, and we aim to find the optimal values of control variables
PESrack,i,t’s, in order to minimize the energy cost seen from the single
rack, which is given by:

T∑
t=1

Pricet · PAC/DC,in
i,t ·∆t (17)

where PAC/DC,in
i,t for each t ∈ {1, 2, ..., T} is calculated by Eqn. (5).

Constraints in this rack-level optimal control problem include (12)
and (13). Similar to the server-level optimization, we transform the
rack-level optimization into standard convex optimization problems
by utilizing PES,inrack,i,t’s as optimization variables in standard convex
optimization solvers. The number of optimization variables is again
equal to the number of time slots in this rack-level optimal control
problem.

After the optimal control problems of all racks have been solved,
we proceed with the data center-level optimization. At this time the
power flowing into the data center PDU in each time slot, P PDU,in

t ,
is already given, and we aim to find the optimal values of control
variables PESdc,t’s in order to minimize the overall energy cost given
in Eqn. (9). Constraints in this optimization level include (12), (13),
and (15). Similarly, we transform the data center-level optimization
problem into standard convex optimization problems by utilizing
PES,indc,t ’s as optimization variables in standard convex optimization
solvers.

4Please note that the hierarchical ESD system still controls the storage
output powers PESserver,i,j,t’s during system operation. The only modification
is that we use the internal energy changes PES,inserver,i,j,t’s as optimization
variables when deriving the optimal control solution.

Algorithm 1: The design optimization solution of the hierar-
chical ESD structure in a data center.

Input: System inputs given in Section IV.A, annually
amortized capital cost constraint CostLimitdc,
volume constraints Ldc, Lrack, and Lserver

Output: Optimal energy capacity of ESDs at different levels,
i.e., ECdc, E

C
rack, and ECserver

for each ECdc value (using ternary search here) do
for each ECrack value (using ternary search here) do

Calculate the corresponding ECdc value satisfying
annually amortized capital cost constraint;
Check whether the volume constraints are satisfied;
Execute the control optimization algorithm to
minimize the overall energy cost if volume constraints
are satisfied;

Return the optimal design configuration ECdc, E
C
rack, and

ECserver of the hierarchical ESD framework such that overall
energy cost is minimized

B. The Design Optimization Problem
The design optimization problem of hierarchical ESD frame-

work properly determines the optimal energy capacity of ESDs
at different levels, i.e., ECdc, ECrack, and ECserver . We propose
an optimal algorithm for the design optimization problem as
shown in Algorithm 1. The proposed algorithm searches over
all possible ECdc, ECrack, and ECserver combinations with the
annually amortized capital cost constraint just satisfied, i.e.,
costESD · (ECdc +M · ECrack +MN · ECserver)

CycleLife
= CostLimitdc

(in this case ECserver is determined as long as ECdc and ECrack are
given.) For each possible combination of the three design variables,
the proposed algorithm (i) evaluates whether the volume constraints
are satisfied, and (ii) executes the control optimization algorithm to
minimize the overall energy cost if volume constraints are satisfied5.
The proposed algorithm then chooses among all combinations of ECdc,
ECrack, and ECserver to select the optimal design configuration of the
hierarchical ESD framework. The ternary search method, which is an
extension over the well-known binary search algorithm based on the
quasi-convex assumption of the underlying problem, is exploited to
accelerate the search of the optimal ECdc and ECrack values.

VI. EXPERIMENTAL RESULTS

In this section, we provide experimental results on both the
control optimization problem and design optimization problem of
the hierarchical ESD structure. Our evaluations use a realistic data
center setup similar to [21]. The data center of interest exhibits 4
MW peak power consumption, and is comprised of 8,192 servers
placed in 256 racks with 32 servers/rack. The power delivery and
hierarchical ESD structure have been discussed in Section III. We
use lead-acid battery based ESDs and place those ESDs at the data
center, rack, and server levels. In the control optimization results
in Section VI.A, we demonstrate the effectiveness of the proposed
hierarchical optimization method under given energy capacity of ESD
in each level. In the design optimization results in Section VI.B, we
optimize the energy capacity of ESD in each level subject to volume
and annually amortized capital cost constraints. In these experiments,
we set the optimization time horizon to be one day and time slot
∆t = 5 minutes.

Our evaluations use two different day-ahead (time-of-use) dy-
namic energy pricing policies as shown in Fig. 5. The first one is a

5Please note that our optimization framework is general and not necessarily
need to only execute the control optimization problem from time slot 1 to T .
We can execute the control optimization problem for multiple days and use
the average energy cost for the design optimization problem.



Fig. 5. Two dynamic energy pricing functions: (i) synthesized pricing, (ii)
conEdison pricing.

synthesized dynamic pricing function, with different electric energy
price in each hour. The second one is a real (time-of-use) pricing pol-
icy from conEdison [35]. More specifically, the second pricing policy
comprises a high-peak time period with energy price $0.3027/kWh
and a low-peak time period with energy price $0.0116/kWh.

We use Google cluster trace as realistic workloads to evaluate
the effectiveness of the hierarchical ESD structure [28]. The Google
cluster trace released in 2012 is measured on a 29-day period
involving 672,075 jobs and more than 48 million tasks. In the trace,
the (normalized values of) CPU, memory, and disk utilizations of the
server cluster are measured and updated in every 5 minutes. We derive
the power load P loadi,j,t of each server based on CPU and memory
utilizations based on accurate server power modeling [34].

A. Control Optimization
In this section we demonstrate the effectiveness of the proposed

hierarchical optimization method under given energy capacity of ESD
in each level. We compare the proposed hierarchical optimization
method with four baseline systems: Baseline 1 through 4. Baseline
1 uses the same hierarchical ESD structure but the ESD is not
used for peak shaving and energy cost minimization under dynamic
pricing (i.e., the ESD is only used for mitigating power outage.)
Baseline 2 uses centralized ESD structure in [22] and the ESD/UPS
is optimally controlled for energy cost minimization under dynamic
pricing functions. The energy capacity of the UPS in Baseline 2 equals
to the summation of energy capacities of all ESDs in the proposed
system. Baseline 3 uses centralized ESD structure in [22] and the
ESD/UPS is not utilized for peak shaving. Baseline 4 uses the same
hierarchical ESD structure and uses ESDs for minimizing energy cost.
However, the control algorithm of hierarchical ESDs does not account
for rate capacity effect of battery ESDs.

We fix the energy capacity of server-level, rack-level, and data
center-level ESDs and evaluate the performance of the proposed
algorithm versus baselines over all 29 days of Google cluster trace.
We use 0.24kWh as the energy capacity for each server-level ESD
(corresponding to 3L in volume when assuming a energy density of
80kWh/m3 for lead-acid batteries.) We use 32 × 0.24kWh as the
energy capacity for each rack-level ESD where 32 is the number of
servers in a rack, and use 8192× 0.24kWh as the energy capacity of
the data center-level ESD where 8192 is the total number of servers
in the data center. The comparison results on overall energy cost
achieved by the proposed hierarchical control optimization versus
baselines are shown in Fig. 6, based on the synthesized dynamic pric-
ing function (Fig. 6 left) and actual dynamic pricing function (Fig. 6
right). We can observe from Fig. 6 that the proposed control algorithm
on hierarchical ESD structure consistently outperforms all baselines in
terms of energy cost reduction, with a maximum reduction in energy
cost of about 45%. Among all baselines, Baseline 3 performs the
worst since it uses the least optimized structure (centralized ESD) and
does not use ESDs for energy cost minimization. Baseline 2, which
uses the least optimized centralized ESD structure but optimally
controls the ESD/UPS for energy cost minimization, performs the

Fig. 6. Energy cost achieved by the proposed hierarchical ESD control versus
baselines over all 29 days using Google cluster trace.

Fig. 7. The data center power drawn from the grid with and without the
peak shaving capability of hierarchical ESDs.

best among all four baselines. Fig. 7 demonstrates the data center
power drawn from the grid, i.e., P gridt , of the proposed algorithm on
hierarchical ESD system versus Baseline 1 (i.e., hierarchical ESD but
without peak shaving capability.) We can observe from Fig. 7 (when
comparing with price functions in Fig. 5) the functionality of ESDs,
i.e., storing excess power when the energy price is relatively low and
providing power when the energy price is high.

B. Design Optimization
In this section, we optimize the energy capacity of ESD at

each level subject to volume and annually amortized capital cost
constraints. More specifically, we fix the overall annually amortized
capital cost of the hierarchical ESD structure to be the same as the
hierarchical structure (the basic setup) provided in Section VI.A,
i.e., using 0.24kWh, 32 × 0.24kWh, and 8192 × 0.24kWh for each
server-level, rack-level, and data center-level ESDs, respectively. We
change the volume constraints on each server-level and rack-level
ESDs in the experiments (and do not set a volume constraint on
data center-level ESD since in reality data centers often use outside
located UPS’s.) In the design optimization evaluation, we compare
the optimally designed hierarchical ESD system with two baselines:
Baseline 1 uses the hierarchical structure (the basic setup) provided in
Section VI.A and corresponding optimal control algorithm; Baseline
2 uses the centralized UPS structure in [22] (with the same total ESD
capital cost) and corresponding optimal UPS control algorithm. Please
note that Baseline 1 may violate the server-level and rack-level ESD
volume constraints when such constraints are tight.

Fig. 9 demonstrates the comparison results on overall energy
cost between the data center with optimally designed hierarchical
ESD structure with two baselines on four sets of volume constraints.
The server-level ESD volume constraints are given by 1L, 2L, 3L
(corresponding to 0.24kWh), and 5L, respectively, which constitute
the x-axis of Fig. 9. The rack-level ESD volume constraints are
correspondingly given by 32 × 1L, 32 × 2L, 32 × 3L, 32 × 5L,



Fig. 8. Comparison results on overall data center energy cost between the
optimally designed hierarchical ESD structure with two baselines.

respectively, where 32 is the number of servers in each rack. We
can observe that (i) the overall (daily) energy cost of the data center
with optimally designed hierarchical ESD structure reduces when the
server-level and rack-level volume constraints become loose. This is
because it is generally desirable to allocate larger amount of ESDs
to the server-level or rack-level than centralized ESDs. (ii) Our basic
setup provided in Section VI.A, i.e., using 0.24kWh, 32× 0.24kWh,
and 8192×0.24kWh for each server-level, rack-level, and data center-
level ESDs, respectively, is the optimal design under the 3L server-
level ESD volume constraint (and 32×3L rack-level ESD constraint.)
(iii) The basic setup fails to meet the server-level and rack-level ESD
volume constraints when such constraints are tight.

VII. CONCLUSION

This paper provides a realistic power delivery architecture along
with an optimal design and control framework of the hierarchical
ESD structure in order to minimize overall energy cost. First, a
realistic and detailed power delivery architecture has been proposed,
leveraging the advantages of centralized ESD structure from Intel and
distributed single-level ESD structures from Google and Microsoft,
and effectively avoiding AC-DC-AC double conversion to enhance
efficiency. To take full advantage of the hierarchical ESD structure, we
formulated a data center ESD design and control problem accounting
for dynamic energy pricing, constraints on ESD volume (for each
level) and the overall (annually amortized) capital cost, and power
losses due to the rate capacity effect and conversion circuitry, in order
to minimize the overall energy cost of the data center. We conduct
experiments using Google cluster workload based on realistic data
center specifications.
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